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Hadronic Interactions
Lots of hadronic interaction models were developed. 

For studies of universe  
For detector simulations 
For Cosmic-rays 

Wide energy range from 109 to 1020 eV  
All processes  
p-A, π-A as well as p-p



Energy Spectrum of Cosmic-rays

Very wide energy range 
      109 ~ 1020 eV 

Kinks in the spectra 
   Knee ~1015eV 
   Ankle ~1018eV 
   Cut-off  ~1019.5eV  

The goal of CR-studies is to 
understand the sources and 
the acceleration mechanism.  

Observation of  
not only “charged” cosmic-rays  
but also X-rays/gamma-rays and   
neutrinos 



Observation of CRs

1 particle/m2/sec

1 particle/m2/year

1 particle/km2/year

1 particle/km2/century

Direct Measurement  
by Balloon and Satellite  

Air shower technique 



Air Shower  
Technique
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Extensive air shower observation  
• longitudinal distribution   
• lateral distribution  
• Arrival direction 

Astrophysical parameters 
• Spectrum 
• Composition 
• Source distribution 

Air shower development 

T. Pierog, KIT - 3/55HESZ – Nagoya – September 2015

CR before LHC Hadronic Int. and EAS CR after LHCHadronic Int. and LHC

Preamble

Source

Acceleration

Detection

Goal of Astroparticle Physics :

astronomy with high energy particles

source study

How to test hadronic interactions ?

if the source mechanism is well 
understood we could have a known beam 
at ultra-high energy (1010 GeV and more)

unlikely situation

reasonable minimum limits from CR 
abundance :

low = hydrogen (proton)

high = iron (A=56)

test of hadronic interactions in EAS via 
correlations between observables.

mass measurements should be 
consistent and between proton and iron 

simulated showers !

Cosmic Ray (CR)

Extensive

Air Shower

(EAS)

From R. Ulrich (KIT)

Air showers are observed by  
    - Particle detector array (SD) 
    - Florescence telescopes (FD) 



UHECR experiments 

6

Pierre Auger Observatory 
SD + FD  

  3,000km2 in Argentina 
 

Telescope Array 
SD+FD 

700km2 in USA

AGASA, HiRes and JEM-EUSO



A PAO hybrid event 
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T. Pierog, KIT - 8/55HESZ – Nagoya – September 2015

CR before LHC Hadronic Int. and EAS CR after LHCHadronic Int. and LHC

Pierre Auger Observatory (2004)
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Hybrid detector

Various detection 
technique = energy 

scale independent of  
hadronic inter. models

Various detection 
technique = energy 

scale independent of  
hadronic inter. models



A PAO hybrid event 
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T. Pierog, KIT - 8/55HESZ – Nagoya – September 2015

CR before LHC Hadronic Int. and EAS CR after LHCHadronic Int. and LHC

Pierre Auger Observatory (2004)
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Hybrid detector

Various detection 
technique = energy 

scale independent of  
hadronic inter. models

Various detection 
technique = energy 

scale independent of  
hadronic inter. models

Estimator of composition 

Estimator of energy



Composition measurement of UHECRs
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Auger Composition Measurements
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E [eV]
1810 1910 2010

]2
 [g

/c
m

〉
m

ax
X〈 

660

680

700

720

740

760

780

800

820

840

proton

iron

 EPOS-LHC
 QGSJetII-04
 Sibyll2.1

E [eV]
1810 1910 2010

]2
) [

g/
cm

m
ax

(X
σ 

0

10

20

30

40

50

60

70

80

90  Auger 2013 preliminary

proton

iron

[8 of 15]

X
max

Distributions Auger 2013 preliminary

600 8001000

0.05

0.1

0.15

0.2 17.8<lg(E/eV)<17.9

600 8001000

0.05

0.1

0.15

0.2

0.25 18.4<lg(E/eV)<18.5

600 800 1000

0.1

0.2

0.3

0.4 19<lg(E/eV)<19.1

600 800 1000

0.05

0.1

0.15

0.2 17.9<lg(E/eV)<18

600 800 1000

0.05

0.1

0.15

0.2

0.25 18.5<lg(E/eV)<18.6

600 800 1000

0.1

0.2

0.3

0.4 19.1<lg(E/eV)<19.2

600 800 1000

0.05

0.1

0.15

0.2 18<lg(E/eV)<18.1

600 800 1000

0.05

0.1

0.15

0.2

0.25 18.6<lg(E/eV)<18.7

600 800 1000

0.1

0.2

0.3

0.4 19.2<lg(E/eV)<19.3

600 800 1000

0.05

0.1

0.15

0.2 18.1<lg(E/eV)<18.2

600 800 1000

0.05

0.1

0.15

0.2

0.25 18.7<lg(E/eV)<18.8

600 800 1000

0.1

0.2

0.3

0.4 19.3<lg(E/eV)<19.4

600 800 1000

0.05

0.1

0.15

0.2 18.2<lg(E/eV)<18.3

600 800 1000

0.05

0.1

0.15

0.2

0.25 18.8<lg(E/eV)<18.9

600 800 1000

0.1

0.2

0.3

0.4 19.4<lg(E/eV)<19.5

600 800 1000

0.05

0.1

0.15

0.2 18.3<lg(E/eV)<18.4

600 800 1000

0.05

0.1

0.15

0.2

0.25 18.9<lg(E/eV)<19

600 800 1000

0.1

0.2

0.3

0.4 ∞19.5<lg(E/eV)<

en
tri

es
 (n

or
m

al
iz

ed
)

]2 [g/cmmaxX
[9 of 15]

0690 Ahn
0751 De Souza

22

PRO
TON

IRON

Xmax distribution measured by AUGER

ICRC2013

Uncertainty of hadron interaction models

Error of <Xmax> measurement

>

Composition of UHECRs is 
one of important observable. 

ProtonIron

Xmax

Xmax

Air showers
Sea level 
(1100g/cm2)

Al
tit

ud
e(

km
)

4.3 km 
(600g/cm2)

10 km

ΔXmax indicates the different
primary mass composition

1.4 km 
(875g/cm2)

ΔXmax
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Measurement of HECR

PRO
TON

IRON

Xmax distribution measured by AUGER

Extensive air shower observation  
• longitudinal distribution   
• lateral distribution  
• Arrival direction 

Astrophysical parameters 
• Spectrum 
• Composition 
• Source distribution 

Air shower development 

HECRs

10191018

Xmax 
  the depth of air shower maximum. 
  An indicator of CR composition   

Uncertainty of hadron interaction models

Error of <Xmax> measurement
>

ICRC2013



Composition at Knee (1015-16eV)

11T. Pierog, KIT - 12/55HESZ – Nagoya – September 2015

CR before LHC Hadronic Int. and EAS CR after LHCHadronic Int. and LHC

Knee Region

Spectrum mass decomposition by KASCADE collaboration :

QGSJET 01 SIBYLL 2.1

KASCADE collaboration, Astroparticle Physics 24 (2005) 1-25, astro-ph/0505413

Change in spectrum slope due to mass composition (large 
uncertainties due to models) or change in  hadronic interactions.

Change in spectrum slope due to mass composition (large 
uncertainties due to models) or change in  hadronic interactions.

1 PeV 1 PeV

ref. T.Pierog in HESZ2015
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Hadronic interaction
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QCD theory can  
calculate well all 
process 

NO

pQCD can caluclate only the process with the hard 
interaction (high Q2). For other processes, exp., 
diffractive process, decay of remnants, jet production., 
phonological model is needed 

proton

proton

The model has been checked  
very well with collider data.

Yes, but few 
data in the very 
forward region

Fix target experiment： 
　　ECR＜450GeV 
Collieder experiment： 
　　Very difficult to have a measurement 
at the very forward region (close to zero 
degree of collisions) beam pipe



Hadronic interaction
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Basics of Monte Carlo Generators

taken from Stefan Gieseke c�

The general approach is the same in different programs but the models and
approximations used are different.
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Soft QCD models - Multiple Partonic Interactions
(MPI)Hadronic interaction



Large Hadron Collider

 © CERN
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The Large Hadron Collider (LHC)
  pp  6.5TeV+6.5TeV    ➔  Elab = 9x1016eV 
  pp　3.5TeV+3.5TeV 　 ➔  Elab = 2.6x1016eV 
  pp 450GeV+450GeV   ➔  Elab = 2x1014eV 
   + √s=2.76TeV, 8TeV 
  A-A/p-A PbPb  √sNN=2.76TeV 
                p-Pb   √sNN=5TeV 

2015-

ATLAS/LHCf
LHCb/MoEDAL  

CMS/TOTEM

ALICE

2009,2010
2010-2011

2011-
2012-

Energy Flux 
＠p-p √s=14TeV, DPMJET3



Energy Flow in the forward region
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Challenge of limited phase space coverage
Relevance of Collider Experiments

central

forward

Central (|⌘| < 1)

Endcap (1 < |⌘| < 3.5)

Forward (3 < |⌘| < 5), HF

CASTOR+T2 (5 < |⌘| < 6.6)

FSC (6.6 < |⌘| < 8)

ZDC (|⌘| > 8), LHCf

How relevant are specific
detectors at LHC for air
showers?

! Simulate parts of shower
individually.

ralf.ulrich@kit.edu UHECR and their interactions 17

Longitudinal Shower Development
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Electron Profile

• Air shower models so far only tuned to about 10% !
• Forward detectors are crucial.

ralf.ulrich@kit.edu UHECR and their interactions 22
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charged
neutral

ATLAS
CMS
TOTEM

LHCb
LHCf

ALICE

(Salek et al., 2014)

(Ulrich, DPG 2014)

h =� ln tan
q
2

q

η deg. mrad.

3 5.7 97

5 0.77 10

8 0.04 0.7

10 0,005 0,009
More than 50% of shower from η > 8

14
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[REMINDER] 空気シャワーのキーパラメータ

18

Key Parameters

Inelastic Cross Section 
→TOTEM, ATLAS, CMS,ALICE 
Forward Energy Spectrum 
→LHCf, ZDC and etc. 
Inelasticity k= 1-plead/pbeam 

→LHCf, ZDC and etc. 
Secondary interactions 

+Nuclear Effect @ CR-Air



The LHCf collaboration

Apr. 2013

The LHCf collaboration involves 
~30 members at 10 institutions. 

Calibration of GSO plates at HIMAC 
Purpose
Make&the&position&maps&of&light&yield&of&GSO&for&all&GSO&
plates&before&assembling&the&detector.

Experiment&
HIMAC&:&An&Ion&accelerator&in&Chiba,&Japan.
Beam&:&400MeV/n&12C
Beam&Time&:&23&B&25&July&2013&(3&nights)&&

5
14年1月6日月曜日

Jul. 2011Feb. 2009
Jul. 2013

19



Experimenta Setup 

20

ATLAS

140m

LHCf Detector(Arm#1)

Charged particles

Neutral particles
Beam pipe

Protons

Two LHCf detectors (Arm1 & Arm2)  
are installed into the very forward region  
of the LHC interaction point (IP1). 
LHCf can measure neutral particles  
(γ, n) at the rapidity range Ƞ > 8.4. 

96mm

140m



The LHCf detectors 
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40mm

20mm

Front Counter
• thin scintillators with 80x80mm2 

•  To monitor beam condition.  
•  For background rejection of    
   beam-residual gas collisions  
   by coincidence analysis Arm1

Arm2Expected Performance  
  Energy resolution (> 100GeV) 
       < 5%     for Photons 
        40%       for Neutrons 
  Position resolution  
     < 200µm   for Photons 
     a few mm  for Neutrons

• W (44 r.l  , 1.7λI ) and Scintillator x 16 Layers 
• Four positioning sensitive layers  
  XY-Scintillator bars (Arm1) and  XY-Silicon strip(Arm#2) 
• Each detector has two calorimeter towers,  
  which allow to reconstruct π0 

LHCf:¢`�$

ª�

ATLAS 

140m!

´³²µ¥±·¶¦¨�

´³²µ¥±·¶¦©�

Charged!par5cles!(+)!
Beam 

Charged!par5cles!(?)!

Neutral$$
par3cles$

Beam!pipe!

96mm�

!  LHC��(Îp?p�x��OJ�{3(wcêøþĀp�Ñ��)àf9!

!  LHC!√s=13TeV!p?p�xÓ¥Elab!=!9×1016eV!
!  2010>Ñ!LHC!900GeV,!7TeV�3�xðĀíº2013>Ñ!2.76TeV�3�
xÏ5.02TeV�3��xðĀíÒ"Bà|�!

Sampling and Positioning Calorimeters 



The LHCf detectors
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silicon strip detector

GSO ScintillatorArm1 Detector

Detector in the LHC tunnel



Operation in 2015
LHCf physics operation with pp √s=13TeV has been completed !! 

LHCf detectors were installed in Nov. 2014 
Special physics operation with low pile-up in 9 - 13 June 2015. 
After the operation, LHCf detectors were removed on 15 June during TS1. 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Photo @ CERN 
Most of collaborators  

were in the front of the  
LHCf control room.



Operation in Run II
26.6 hours of operation with DAQ rate of 200 - 500 Hz  
39 M shower events and 0.53 M π0 events were obtained.  
The final triggers of LHCf were sent to ATLAS  
for common operation. 

24

Arm1 Arm2

Shower  
Events 18 M 21 M

π０ 

Events
0.22 M 0.31 M

Table of Statistics
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Arm2 Event Display

Eγ=1.01TeV Eγ=1.02TeV 



LHCf Results
Photon π0 Neutron

p-p √s=0.9TeV PLB 715 (2012) 298-303 -

p-p √s=2.7TeV arXiv:1507.08764 

p-p √s=7 TeV PLB 703 (2011) 128-134 
PRD86(2012)092001  

arXiv:1507.08764   PLB 750 (2015) 360-366

p-p √s=13 TeV Preparing On-going

p-Pb √s=5TeV PRC 89 (2014) 065209 

(p-Pb √s=8TeV)
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Photons, p-p √s=7TeV
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Data  

DPMJET 3.04  
QGSJETII-03  
SIBYLL 2.1  
EPOS 1.99  

PYTHIA 8.145

• No model can reproduce the LHCf data perfectly.  
• Data points are on the middle of MC predictions except E < 500GeV.

Sys.+Stat.
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Neutral Pions at 7TeV p-p
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C. Background subtraction

Background contamination of two-photon !0 events by
hadron events and the accidental coincidence of two pho-
tons not coming from the decay of a single !0 are sub-
tracted using the so-called ‘‘sideband’’ method.

Figure 4 shows an example of the reconstructed two-
photon invariant mass distribution of the experimental data
of Arm1 in the rapidity range from 9.0 to 9.2. The energy
scale correction discussed in the previous section has been
applied. The sharp peak around 135 MeV is due to !0

events. The solid curve represents the best fit of a compos-
ite physics model to the invariant mass distribution of the
data. The model consists of an asymmetric Gaussian dis-
tribution (also known as a bifurcated Gaussian distribution)
for the signal component and a third-order Chebyshev
polynomial function for the background component. The
dashed curve indicates the background component.

Using the expected mean (m̂) and 1" deviations ("l for
lower side and "u for upper side) of the signal component,
the signal window is defined as the invariant mass region
within the two solid arrows shown in Fig. 4, where the
lower and upper limits are given by m̂! 3"l and m̂þ 3"u,
respectively. The background window is constructed
from the two sideband regions, ½m̂! 6"l; m̂! 3"l$ and
½m̂þ 3"u; m̂þ 6"u$, that are defined as the invariant mass
regions within the dashed arrows in Fig. 4.

The rapidity and pT distributions of the signal
[fðy; pTÞSig] are then obtained by subtracting the back-
ground distribution [fðy; pTÞBG], estimated by the back-
ground window, from the signal-rich distribution
[fðy; pTÞSigþBG] selected from the signal window. The
fraction of the background component included in the

signal window can be estimated using the likelihood func-
tion [LBGðy; pT; m##Þ] characterized by the best-fit third-
order Chebyshev polynomial function. For simplicity,
LBGðy; pT; m##Þ is shortened as LBG in the following
text. Thus the signal distribution with background sub-
tracted is given by

fðy;pTÞSig¼fðy;pTÞSigþBG!Rðy;pT;m̂;"l;"uÞfðy;pTÞBG;
(4)

where Rðy; pT; m̂;"l;"uÞ is the normalization for the back-
ground distribution and written as

Rðy;pT;m̂;"l;"uÞ¼
Rm̂þ3"u
m̂!3"l

LBGdm##Rm̂!3"l
m̂!6"l

LBGdm##þ
Rm̂þ6"u
m̂þ3"u

LBGdm##

:

(5)

D. Unfolding of spectra

The raw rapidity–pT distributions must be corrected for
unavoidable reconstruction inefficiency and for the smear-
ing caused by finite position and energy resolutions. An
iterative Bayesian method [39,40] is used to simulta-
neously correct for both effects. The advantages of an
iterative Bayesian method with respect to other unfolding
algorithms are discussed in another report [39]. The un-
folding procedure for the data is organized as follows.
First, the response of the LHCf detectors to single !0

events is simulated by toy MC calculations. In the toy MC
simulations, two photons from the decay of !0s and low
energy background particles such as those originating in a
prompt photon event or a beam pipe interaction are traced
through the detector and then reconstructed with the event
reconstruction algorithm introduced above. Note that the
single !0 kinematics that are simulated within the allowed
phase space are independent of the particular interaction
model that is being used. The background particles are
simulated by a hadronic interaction model, which is dis-
cussed later, since the amount of background particles is
not directly measured by the LHCf detector.
The detector response to !0 events depends on rapidity

and pT, since the performance of the particle identification
algorithm and the selection efficiency of events with a
single-photon hit in both calorimeters depend upon the
energy and the incident position of a particle. The recon-
structed rapidity—pT distributions for given true rapidity—
pT distributions then lead to the calculation of the response
function. Then the reconstructed rapidity and pT spectra
are corrected with the response function that is equivalent
to the likelihood function in Bayes’s theorem. The correc-
tions are carried out iteratively whereby the starting point
of the current iteration is the ending point of the previous
iteration. Statistical uncertainty is also propagated from
the first iteration to the last. Iteration is stopped at or

 [MeV]γ γReconstructed m
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FIG. 4 (color online). Reconstructed invariant mass distribu-
tion within the rapidity range from 9.0 to 9.2. Solid curve shows
the best-fit composite physics model to the invariant mass
distribution. Dashed curve indicates the background component.
Solid and dashed curves indicate the signal and background
windows, respectively.

O. ADRIANI et al. PHYSICAL REVIEW D 86, 092001 (2012)

092001-6

Reconstructed Mass 

IP
Ƴ1

Ƴ2

π0⟶ 2Ƴ

9.2 indicate the pT threshold of the Arm2 detector owing to
the photon energy threshold and the geometrical accep-
tance. The pT threshold of the Arm1 detector occurs at a
higher value of pT than Arm2 due to its smaller accep-
tance. A general agreement between the Arm1 and Arm2
pT spectra within statistical and systematic uncertainties is
evident in Fig. 6.

Figure 7 presents the combined pT spectra of the Arm1
and Arm2 detectors (black dots). The 68% confidence
intervals incorporating the statistical and systematic un-
certainties are indicated by the shaded green rectangles.
The combined spectra below the pT threshold of Arm1 are
taken from the Arm2 spectra alone. Above the pT threshold
of Arm1, experimental pT spectra of the Arm1 and Arm2
detectors have been combined following the ‘‘pull
method’’ [44] and the combined spectra have accordingly
been obtained by minimizing the value of the chi-square
function defined as

!2 ¼
Xn

i¼1

X2

a¼1

0
@N

obs
a;i ð1þ Sa;iÞ % Ncomb

"a;i

1
A

2

þ !2
penalty; (7)

where the index i represents the pT bin number running
from 1 to n (the total number of pT bins), Nobs

a;i is the
number of events, and "a;i is the uncertainty of the

Arm-a analysis calculated by quadratically adding the
statistical uncertainty and the energy scale uncertainty
estimated by test beam data at SPS. The Sa;i denotes the
systematic correction to the number of events in the ith bin
of Arm-a:

Sa;i ¼
X6

j¼1

fja;i"
j
a: (8)

The coefficient fja;i is the systematic shift of ith bin content
due to the jth systematic uncertainty term. The systematic
uncertainty is assumed fully uncorrelated between the
Arm1 and Arm2 detectors and consists of six uncertainties
related to energy scale owing to the invariant mass shift,
PID, beam center position, single-hit, position-dependent
correction, and contamination by multihit #0 events.
Coefficients "ja, which should follow a Gaussian distribu-
tion, can be varied to achieve the minimum !2 value in
each chi-square test, while they are constrained by the
penalty term

!2
penalty ¼

X6

j¼1

ðj"jArm1j2 þ j"jArm2j2Þ: (9)

The#0 production rates for the combined data of LHCf are
summarized in Tables IV, V, VI, VII, VIII, and IX. Note
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FIG. 7 (color online). Combined pT spectra of the Arm1 and Arm2 detectors (black dots) and the total uncertainties (shaded
rectangles) compared with the predicted spectra by hadronic interaction models.

O. ADRIANI et al. PHYSICAL REVIEW D 86, 092001 (2012)

092001-10

that the uncertainty in the luminosity determination
!6:1%, that is not included in Fig. 7, can make a pT

independent shift of all spectra.
For comparison, the pT spectra predicted by various

hadronic interaction models are also shown in Fig. 7.
The hadronic interaction models that have been used in
Fig. 7 are DPMJET 3.04 (solid line, red), QGSJET II-03
(dashed line, blue), SIBYLL 2.1 (dotted line, green), EPOS
1.99 (dashed-dotted line, magenta), and PYTHIA 8.145
(default parameter set, dashed-double-dotted line, brown).
In these MC simulations, !0s from short-lived particles
that decay within 1 m from IP1, for example " ! 3!0, are
also counted to be consistent with the treatment of the
experimental data. Note that, since the experimental pT

spectra have been corrected for the influences of the
detector responses, event selection efficiencies and geo-
metrical acceptance efficiencies, the pT spectra of the
interaction models may be compared directly to the
experimental spectra as presented in Fig. 7.

Figure 8 presents the ratios of pT spectra predicted by
the various hadronic interaction models to the combined
pT spectra. Error bars have been taken from the statistical
and systematic uncertainties. A slight step found around
pT ¼ 0:3 GeV in 8:9< y< 9:0 is due to low pT cutoff of
the Arm1 data. The ratios are summarized in Tables X, XI,
XII, XIII, XIV, and XV.

VII. DISCUSSION

A. Transverse momentum spectra

Several points can be made about Fig. 8. First, DPMJET

3.04 and PYTHIA 8.145 show overall agreement with the
LHCf data for 9:2< y< 9:6 and pT < 0:2 GeV, while the
expected !0 production rates by both models exceed
the LHCf data as pT becomes large. The latter observation
can be explained by the baryon/meson production mecha-
nism that has been employed in both models. More spe-
cifically, the ‘‘popcorn model’’ [45,46] is used to produce
baryons and mesons through string breaking, and this
mechanism tends to lead to hard pion spectra. SIBYLL 2.1,
which is also based on the popcorn model, also predicts
harder pion spectra than the experimental data, although
the expected !0 yield is generally small.
On the other hand, QGSJET II-03 predicts !0 spectra that

are softer than the LHCf data and the other models. This
might be due to the fact that only one quark exchange is
allowed in the QGSJET model. The remnants produced in a
proton-proton collision are likewise baryons with rela-
tively small mass, so fewer pions with large energy are
produced.
Among hadronic interaction models tested in this analy-

sis, EPOS 1.99 shows the best overall agreement with the
LHCf data. However, EPOS 1.99 behaves softer than the
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FIG. 8 (color online). Ratio of the combined pT spectra of the Arm1 and Arm2 detectors to the predicted pT spectra by hadronic
interaction models. Shaded areas indicate the range of total uncertainties of the combined pT spectra.
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Figure 4: Measured Arm1 energy spectra of neutron-like events together with MC predictions. The left panel shows the results for the small
tower, and the center and right panels show the results for the large tower. The vertical bars represent the statistical uncertainties (which are very
small) and systematic uncertainties (excluding the energy scale and luminosity uncertainties). Colored lines indicate MC predictions by EPOS 1.99
(magenta), QGSJET II-03 (blue), SYBILL 2.1 (green), DPMJET 3.04 (red), and PYTHIA 8.145 (yellow).
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Figure 6: Unfolded energy spectra of the small towers (η > 10.76) and the large towers (8.99 < η < 9.22 and 8.81 < η < 8.99). The yellow shaded
areas show the Arm1 systematic errors, and the bars represent the Arm2 systematic errors (excluding the luminosity uncertainty).
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Figure 7: Comparison of the LHCf results with model predictions at the small tower (η > 10.76) and large towers (8.99 < η < 9.22 and
8.81 < η < 8.99). The black markers and gray shaded areas show the combined results of the LHCf Arm1 and Arm2 detectors and the systematic
errors, respectively.
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The excess of muons at ground level is reported as the
one of the problems in the cosmic-ray shower observa-
tions. The number of muons observed by the surface
detector array of the Pierre Auger Observatory (PAO)
[1] is higher than the number expected based on the en-
ergy determined by the fluorescence detectors even if
a heavy primary mass is assumed [2]. It is suggested
that the number of (anti) baryons generated in the for-
ward region is strongly related to the number of muons
observed by PAO at the ground [3]. Therefore, baryon
production in the very forward region is quite important
to understand cosmic-ray showers.

In this paper, we report the results of analyzing the
data of the Large Hadron Collider forward (LHCf)
experiment for forward neutron spectra. Forward
baryon spectra at the fixed-target equivalent energy of
2.5×1016 eV (

√
s=7 TeV) will be a crucial input to im-

prove the hadronic-interaction models used in the air
shower analyses.

2. LHCf experiment

The LHCf experiment was designed to use the
LHC to verify the hadronic-interaction models used in
cosmic-ray experiments [4, 5]. Two independent detec-
tors named Arm1 and Arm2 were installed in the de-
tector installation slots of the Target Neutral Absorbers
(TAN) located 140 m away from the interaction point
1 (IP1). Because charged particles are swept away by
the D1 bending magnets, LHCf can measure only neu-
tral particles in the very forward region of the LHC
(pseudo-rapidity |η| > 8.4). Both detectors have two dif-
ferent sampling calorimeters with 44 radiation lengths
(1.6 hadron-interaction lengths) of tungsten plates and
16 layers of sampling scintillators [5]. Four layers of
position sensors (SciFi in Arm1 and silicon micro-strip
sensors in Arm2) can measure the hit position transverse
to the beam direction. The transverse dimensions of the
calorimeters are 20 mm × 20 mm and 40 mm × 40 mm
in Arm1, and 25 mm × 25 mm and 32 mm × 32 mm
in Arm2. The cross sections of the calorimeters viewed
from IP1 are shown in Figure 1. The calorimeter with
the smaller (larger) dimensions in each Arm is referred
to as the ’small (large) tower’ hereafter. The small tow-
ers covered the zero degree emission angle of the neutral
particles as indicated by stars in Figure 1. The details of
the detector performance during the 2009–2010 proton–
proton collisions are reported in [6].

The performance of the LHCf detectors for hadron
measurements was studied by Monte Carlo (MC) simu-
lations and confirmed by using 350 GeV proton beams
at CERN-SPS [7]. Depending on the incident-neutron

 > 10.76)ηSmall tower    (
 < 9.22)ηLarge tower A (8.99 < 
 < 8.99)ηLarge tower B (8.81 < 

Beam pipe shadow
Beam center

Figure 1: Cross sections of the LHCf calorimeters (black squares)
viewed from IP1. Left and right figures correspond to Arm1 and
Arm2, respectively. The three pseudo-rapidity ranges used in the anal-
ysis are also indicated. Particles emitted in the direction above the
dotted ’Beam pipe shadow’ line hit the beam pipe before arriving at
the LHCf detectors.

energy, the energy resolution and position resolution are
about 40% and 0.1–1.3 mm, respectively. The detection
efficiency for neutrons was estimated to be 70%–80%
for neutrons above 500 GeV.

In this paper we assume hadronic showers are pro-
duced by neutrons. Depending on the generators used
in this paper, 0-6% of other hadrons, i.e., Λs and K0s,
are also included in the data.

3. Analysis

3.1. Data used in the analysis

The data used in this analysis were obtained on May
15, 2010 from proton–proton collisions at

√
s = 7 TeV

(LHC Fill # 1104). The typical luminosity correspond-
ing to this fill derived from the counting rate of the
LHCf front counters [8] was (6.3–6.5) ×1028cm−2s−1.
The data set was the same as one used in the previ-
ously published photon analysis results, and additional
details can be found in [9]. The trigger for LHCf events
was generated when signals from any three successive
scintillation layers in any calorimeter exceeded a pre-
defined threshold (typically 130 minimum ionizing par-
ticles (MIPs)). Data acquisition (DAQ) was performed
with an average efficiency of 85.7% (Arm1) and 67.0%
(Arm2).

Taking the DAQ efficiency into account, the inte-
grated luminosities of the data set were 0.68 nb−1 for

2

!  Event selection and correction 
–  Select events <L90% threshold and multiply P/ε 

            ε (photon detection efficiency) and P (photon purity)�

–  By normalizing MC template L90% to data,  
ε and P for certain L90% threshold are determined. 
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L90% Distribution Longitudinal development of showers 

For neutron analysis, the events with 
deeply developed showers were used. 
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Fig. 5. Comparison of the single photon energy spectra between the experimental data and the MC predictions. Top panels show the spectra and the bottom panels show the
ratios of MC results to experimental data. Left (right) panel shows the results for the large (small) rapidity range. Different colors show the results from experimental data
(black), QGSJET II-03 (blue), DPMJET 3.04 (red), SIBYLL 2.1 (green), EPOS 1.99 (magenta) and PYTHIA 8.145 (yellow). Error bars and gray shaded areas in each plot indicate the
experimental statistical and the systematic errors, respectively. The magenta shaded area indicates the statistical error of the MC data set using EPOS 1.99 as a representative
of the other models. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this Letter.)

LHCf detectors by two methods; first by using the distribution of
particle impact positions measured by the LHCf detectors and sec-
ond by using the information from the Beam Position Monitors
(BPMSW) installed ±21 m from the IP [24]. From the analysis of
the fills 1089–1134, we found a maximum ∼4 mm shift of the
beam center at the LHCf detectors, corresponding to a crossing an-
gle of ∼30 µrad assuming the beam transverse position did not
change. The two analyses gave consistent results for the location
of the beam center on the detectors within 1 mm accuracy. In
the geometrical construction of events we used the beam-center
determined by LHCf data. We derived photon energy spectra by
shifting the beam-center by 1 mm. The spectra are modified by
5–20% depending on the energy and the rapidity range. This is
assigned as a part of systematic uncertainty in the final energy
spectra.

The background from collisions between the beam and the
residual gas in the vacuum beam pipe can be estimated from the
data. During LHC operation, there were always bunches that did
not have a colliding bunch in the opposite beam at IP1. We call
these bunches ‘non-crossing bunches’ while the normal bunches
are called as ‘crossing bunches.’ The events associated with the
non-crossing bunches are purely from the beam-gas background
while the events with the crossing bunches are mixture of beam-
beam collisions and beam-gas background. Because the event rate
of the beam-gas background is proportional to the bunch inten-
sity, we can calculate the background spectrum contained in the
crossing bunch data by scaling the non-crossing bunch events. We
found the contamination from the beam-gas background in the fi-
nal energy spectrum is only ∼0.1%. In addition the shape of the

energy spectrum of beam-gas events is similar to that of beam-
beam events, so beam-gas events do not have any significant im-
pact on the beam-beam event spectrum.

The collision products and beam halo particles can hit the beam
pipe and produce particles that enter the LHCf detectors. However
according to MC simulations, these particles have energy below
100 GeV [10] and do not affect the analysis presented in this Let-
ter.

5. Comparison with models

In the top panels of Fig. 5 photon spectra predicted by
MC simulations using different models, QGSJET II-03 (blue) [22],
DPMJET 3.04 (red) [21], SIBYLL 2.1 (green) [25], EPOS 1.99 (ma-
genta) [20] and PYTHIA 8.145 (default parameter set; yellow) [26,
27] for collisions products are presented together with the com-
bined experimental results. To combine the experimental data of
the Arm1 and Arm2 detectors, the content in each energy bin was
averaged with weights by the inverse of errors. The systematic un-
certainties due to the multi-hit cut, particle identification (PID),
absolute energy scale and beam center uncertainty are quadrati-
cally added in each energy bin and shown as gray shaded areas in
Fig. 5. The uncertainty in the luminosity determination (±6.1% as
discussed in Section 2), that is not shown in Fig. 5, can make an
energy independent shift of all spectra.

In the MC simulations, 1.0 × 107 inelastic collisions were gen-
erated and the secondary particles transported in the beam pipe.
Deflection of charged particles by the D1 beam separation dipole,
particle decay and particle interaction with the beam pipe are

LHCf Collaboration / Physics Letters B 703 (2011) 128–134 133

Fig. 5. Comparison of the single photon energy spectra between the experimental data and the MC predictions. Top panels show the spectra and the bottom panels show the
ratios of MC results to experimental data. Left (right) panel shows the results for the large (small) rapidity range. Different colors show the results from experimental data
(black), QGSJET II-03 (blue), DPMJET 3.04 (red), SIBYLL 2.1 (green), EPOS 1.99 (magenta) and PYTHIA 8.145 (yellow). Error bars and gray shaded areas in each plot indicate the
experimental statistical and the systematic errors, respectively. The magenta shaded area indicates the statistical error of the MC data set using EPOS 1.99 as a representative
of the other models. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this Letter.)

LHCf detectors by two methods; first by using the distribution of
particle impact positions measured by the LHCf detectors and sec-
ond by using the information from the Beam Position Monitors
(BPMSW) installed ±21 m from the IP [24]. From the analysis of
the fills 1089–1134, we found a maximum ∼4 mm shift of the
beam center at the LHCf detectors, corresponding to a crossing an-
gle of ∼30 µrad assuming the beam transverse position did not
change. The two analyses gave consistent results for the location
of the beam center on the detectors within 1 mm accuracy. In
the geometrical construction of events we used the beam-center
determined by LHCf data. We derived photon energy spectra by
shifting the beam-center by 1 mm. The spectra are modified by
5–20% depending on the energy and the rapidity range. This is
assigned as a part of systematic uncertainty in the final energy
spectra.

The background from collisions between the beam and the
residual gas in the vacuum beam pipe can be estimated from the
data. During LHC operation, there were always bunches that did
not have a colliding bunch in the opposite beam at IP1. We call
these bunches ‘non-crossing bunches’ while the normal bunches
are called as ‘crossing bunches.’ The events associated with the
non-crossing bunches are purely from the beam-gas background
while the events with the crossing bunches are mixture of beam-
beam collisions and beam-gas background. Because the event rate
of the beam-gas background is proportional to the bunch inten-
sity, we can calculate the background spectrum contained in the
crossing bunch data by scaling the non-crossing bunch events. We
found the contamination from the beam-gas background in the fi-
nal energy spectrum is only ∼0.1%. In addition the shape of the

energy spectrum of beam-gas events is similar to that of beam-
beam events, so beam-gas events do not have any significant im-
pact on the beam-beam event spectrum.

The collision products and beam halo particles can hit the beam
pipe and produce particles that enter the LHCf detectors. However
according to MC simulations, these particles have energy below
100 GeV [10] and do not affect the analysis presented in this Let-
ter.

5. Comparison with models

In the top panels of Fig. 5 photon spectra predicted by
MC simulations using different models, QGSJET II-03 (blue) [22],
DPMJET 3.04 (red) [21], SIBYLL 2.1 (green) [25], EPOS 1.99 (ma-
genta) [20] and PYTHIA 8.145 (default parameter set; yellow) [26,
27] for collisions products are presented together with the com-
bined experimental results. To combine the experimental data of
the Arm1 and Arm2 detectors, the content in each energy bin was
averaged with weights by the inverse of errors. The systematic un-
certainties due to the multi-hit cut, particle identification (PID),
absolute energy scale and beam center uncertainty are quadrati-
cally added in each energy bin and shown as gray shaded areas in
Fig. 5. The uncertainty in the luminosity determination (±6.1% as
discussed in Section 2), that is not shown in Fig. 5, can make an
energy independent shift of all spectra.

In the MC simulations, 1.0 × 107 inelastic collisions were gen-
erated and the secondary particles transported in the beam pipe.
Deflection of charged particles by the D1 beam separation dipole,
particle decay and particle interaction with the beam pipe are

η > 10.94 8.81<η<8.99
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Short summary of results 
LHCf results (comparison with model predictions) 
⇒ No model can reproduce data perfectly.  
γ,π0: data is located in the band of model predictions.  
n: higher flux at zero degree than any models.  
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Figure 4: Measured Arm1 energy spectra of neutron-like events together with MC predictions. The left panel shows the results for the small
tower, and the center and right panels show the results for the large tower. The vertical bars represent the statistical uncertainties (which are very
small) and systematic uncertainties (excluding the energy scale and luminosity uncertainties). Colored lines indicate MC predictions by EPOS 1.99
(magenta), QGSJET II-03 (blue), SYBILL 2.1 (green), DPMJET 3.04 (red), and PYTHIA 8.145 (yellow).
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Figure 6: Unfolded energy spectra of the small towers (η > 10.76) and the large towers (8.99 < η < 9.22 and 8.81 < η < 8.99). The yellow shaded
areas show the Arm1 systematic errors, and the bars represent the Arm2 systematic errors (excluding the luminosity uncertainty).
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Figure 7: Comparison of the LHCf results with model predictions at the small tower (η > 10.76) and large towers (8.99 < η < 9.22 and
8.81 < η < 8.99). The black markers and gray shaded areas show the combined results of the LHCf Arm1 and Arm2 detectors and the systematic
errors, respectively.
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photons, p-p √s=13TeV neutrons, p-p √s=13TeV



What’s the next ? 
What are sources of discrepancies between data and models predictions ? 

What data are additionally needed to test/tune the models ?

The LHCf data, inclusive spectra of photons, π0, neutrons, clearly requires 
the tuning/modification of models. To understand the discrepancy, 
process-related data are really helpful for the model developers 
   Diffractive / non-diffractive selection by ATLAS information.

QGSJET2 and EPOS has been tuned with several data taken at p-p 
√s=7TeV. However issues related to UHECRs are not solved yet.  
=> Additional data are needed.  
 

  Production cross section of other mesons, η, ρ, K and etc. 
     LHCf can access the production cross section of η in the forward region. 
  p−π interaction in the air-shower development. 

     LHCf+ATLAS can measure p-π collisions at LHC 
  Test of models at a lower collision energy  

     LHCf goes to RHIC(p-p √s=500GeV) at BNL 



Diffractive collisions
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Investigation of photon spectrum

35

Inclusive spectrum:
contribution from 
diffraction + non-diffraction

The excess of PYTHIA8 at E>3TeV
due to over contribution from 
diffraction

Slides from Q.Zhou @ Low-X 2016



Contribution of diffractive collisions 
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Photon, p-p √s=13TeV, η>10.94
Inclusive spectra: 
QGSJET2 ~ EPOS-LHC 

Contribution of Diffraction 
QGSJET2 < EPOS-LHC

The common operation with ATLAS  
has been successfully done in 2015. 
The event selection by using number of 
tracks measured by ATLAS is a 
powerful tool to identify diffractive or 
non-diffractive events 

Common analysis is on-going



η measurement
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IP

Ƴ1

Ƴ2

η⟶ 2Ƴ	(~30%)

Peaks corresponding to π0, η

Energy thresholds  
for π0 and η detections   
　For π0 :  Eπ0 > 600GeV 
    For η :    Eη > 2.2 TeV



Measurement of p-π0 collisions
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p

p

n

π
LHC is p-π collider also ?

proton may collide the pion cloud 
around coming proton.  The pion-

exchange events are tagged with the 
detection of one high energy neutron 

in the very forward region. 
p+p → n + (π+ + p) → n + X  

p: 6.5 TeV, π:~1.0TeV → √spπ = 6 TeV

Measurement of π+p interactions  
is very important as the hadronic 
interaction of secondaries in Air 

showers  



Summary
Hadronic interaction models is one of the keys 
for precise measurement of UHECRs 

LHCf is a forward experiment of LHC. LHCf 
published the results of photons, π0 and 
neutrons at p-p with several collision energies of 
0.9, 2.76,  7 and 13TeV. 

New data from LHCf, diffractive studies, p-π0 

collisions, measurement at RHIC, will be 
provided and hadronic interaction models will be 
improved.



Measurement at RHIC


