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gests a BNS as the source of the gravitational-wave sig-
nal, as the total masses of known BNS systems are be-
tween 2.57M� and 2.88M�, with components between
1.17 and ⇠1.6M� [47]. Neutron stars in general have pre-
cisely measured masses as large as 2.01 ± 0.04M� [48],
whereas stellar-mass black holes found in binaries in our
galaxy have masses substantially greater than the compo-
nents of GW170817 [49–51].

Gravitational-wave observations alone are able to mea-
sure the masses of the two objects and set a lower limit
on their compactness, but the results presented here do not
exclude objects more compact than neutron stars such as
quark stars, black holes or more exotic objects [52–56].
The detection of GRB 170817A and subsequent electro-
magnetic emission demonstrates the presence of matter.
Moreover, although a neutron star–black hole system is not
ruled out, the consistency of the mass estimates with the
dynamically measured masses of known neutron stars in
binaries, and their inconsistency with the masses of known
black holes in galactic binary systems, suggests the source
was composed of two neutron stars.

DATA

At the time of GW170817, the Advanced LIGO detec-
tors and the Advanced Virgo detector were in observing
mode. The maximum distances at which LIGO-Livingston
and LIGO-Hanford could detect a BNS system (SNR = 8),
known as the detector horizon [58–60], were 218 Mpc and
107 Mpc, while for Virgo the horizon was 58 Mpc. The
GEO600 detector [61] was also operating at the time, but
its sensitivity was insufficient to contribute to the analysis
of the inspiral. The configuration of the detectors at the
time of GW170817 is summarized in [29].

A time-frequency representation [57] of the data from
all three detectors around the time of the signal is shown in
Figure 1. The signal is clearly visible in the LIGO-Hanford
and LIGO-Livingston data. The signal is not visible in the
Virgo data due to the lower BNS horizon and the direction
of the source with respect to the detector’s antenna pattern.

Figure 1 illustrates the data as it was analyzed to deter-
mine astrophysical source properties. After data collection,
several independently-measured terrestrial contributions to
the detector noise were subtracted from the LIGO data us-
ing Wiener filtering [66], as described in [67–70]. This
subtraction removed calibration lines and 60 Hz AC power
mains harmonics from both LIGO data streams. The sen-
sitivity of the LIGO-Hanford was particularly improved by
the subtraction of laser pointing noise; several broad peaks
in the 150–800 Hz region were effectively removed, in-
creasing the BNS horizon of that detector by 26%.

Additionally, a short instrumental noise transient ap-
peared in the LIGO-Livingston detector 1.1 s before the
coalescence time of GW170817 as shown in Figure 2.
This transient noise, or glitch [71], produced a very brief

FIG. 1. Time-frequency representations [57] of data containing
the gravitational-wave event GW170817, observed by the LIGO-
Hanford (top), LIGO-Livingston (middle), and Virgo (bottom)
detectors. Times are shown relative to August 17, 2017 12:41:04
UTC. The amplitude scale in each detector is normalized to that
detector’s noise amplitude spectral density. In the LIGO data, in-
dependently observable noise sources and a glitch that occurred
in the LIGO-Livingston detector have been subtracted, as de-
scribed in the text. This noise mitigation is the same as that used
for the results presented in the Source Properties section.

(less than 5 ms) saturation in the digital-to-analog con-
verter of the feedback signal controlling the position of the
test masses. Similar glitches are registered roughly once
every few hours in each of the LIGO detectors with no
temporal correlation between the LIGO sites. Their cause
remains unknown. To mitigate the effect on the results
presented in the Detection section, the search analyses ap-
plied a window function to zero out the data around the
glitch [64, 72], following the treatment of other high am-
plitude glitches used in the O1 analysis [73]. To accurately
determine the properties of GW170817 (as reported in the
Source Properties section) in addition to the noise subtrac-
tion described above, the glitch was modeled with a time-
frequency wavelet reconstruction [65] and subtracted from
the data, as shown in Figure 2.

GW170817:	
The	first	detec4on	of	GWs	
from	a	NS	merger	



The 90% credible intervals(Veitch et al. 2015; Abbott et al.
2017e) for the component masses (in the m m1 2. convention)
are m M1.36, 2.261 Î :( ) and m M0.86, 1.362 Î :( ) , with total
mass M2.82 0.09

0.47
-
+

:, when considering dimensionless spins with

magnitudes up to 0.89 (high-spin prior, hereafter). When the
dimensionless spin prior is restricted to 0.05- (low-spin prior,
hereafter), the measured component masses are m 1.36,1 Î (

M1.60 :) and m M1.17, 1.362 Î :( ) , and the total mass is

Figure 2. Joint, multi-messenger detection of GW170817 and GRB170817A. Top: the summed GBM lightcurve for sodium iodide (NaI) detectors 1, 2, and 5 for
GRB170817A between 10 and 50 keV, matching the 100 ms time bins of the SPI-ACS data. The background estimate from Goldstein et al. (2016) is overlaid in red.
Second: the same as the top panel but in the 50–300 keV energy range. Third: the SPI-ACS lightcurve with the energy range starting approximately at 100 keV and
with a high energy limit of least 80 MeV. Bottom: the time-frequency map of GW170817 was obtained by coherently combining LIGO-Hanford and LIGO-
Livingston data. All times here are referenced to the GW170817 trigger time T0

GW.
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LIGO-Livingston, and Virgo data respectively, making it
the loudest gravitational-wave signal so far detected. Two
matched-filter binary-coalescence searches targeting
sources with total mass between 2 and 500 M⊙ in the
detector frame were used to estimate the significance of this
event [9,12,30,32,73,81–83,86,87,91–97]. The searches
analyzed 5.9 days of LIGO data between August 13,
2017 02∶00 UTC and August 21, 2017 01∶05 UTC.
Events are assigned a detection-statistic value that ranks
their probability of being a gravitational-wave signal. Each
search uses a different method to compute this statistic and
measure the search background—the rate at which detector
noise produces events with a detection-statistic value equal
to or higher than the candidate event.
GW170817 was identified as the most significant event

in the 5.9 days of data, with an estimated false alarm rate of
one in 1.1 × 106 years with one search [81,83], and a
consistent bound of less than one in 8.0 × 104 years for the
other [73,86,87]. The second most significant signal in this
analysis of 5.9 days of data is GW170814, which has a
combined SNR of 18.3 [29]. Virgo data were not used in
these significance estimates, but were used in the sky
localization of the source and inference of the source
properties.

IV. SOURCE PROPERTIES

General relativity makes detailed predictions for the
inspiral and coalescence of two compact objects, which

may be neutron stars or black holes. At early times, for low
orbital and gravitational-wave frequencies, the chirplike
time evolution of the frequency is determined primarily by
a specific combination of the component masses m1 and
m2, the chirp mass M ¼ ðm1m2Þ3=5ðm1 þm2Þ−1=5. As the
orbit shrinks and the gravitational-wave frequency grows
rapidly, the gravitational-wave phase is increasingly influ-
enced by relativistic effects related to the mass ratio
q ¼ m2=m1, where m1 ≥ m2, as well as spin-orbit and
spin-spin couplings [98].
The details of the objects’ internal structure become

important as the orbital separation approaches the size of
the bodies. For neutron stars, the tidal field of the
companion induces a mass-quadrupole moment [99,100]
and accelerates the coalescence [101]. The ratio of the
induced quadrupole moment to the external tidal field is
proportional to the tidal deformability (or polarizability)
Λ ¼ ð2=3Þk2½ðc2=GÞðR=mÞ&5, where k2 is the second Love
number and R is the stellar radius. Both R and k2 are fixed
for a given stellar massm by the equation of state (EOS) for
neutron-star matter, with k2 ≃ 0.05–0.15 for realistic neu-
tron stars [102–104]. Black holes are expected to have
k2 ¼ 0 [99,105–109], so this effect would be absent.
As the gravitational-wave frequency increases, tidal

effects in binary neutron stars increasingly affect the phase
and become significant above fGW ≃ 600 Hz, so they are
potentially observable [103,110–116]. Tidal deformabil-
ities correlate with masses and spins, and our measurements
are sensitive to the accuracy with which we describe
the point-mass, spin, and tidal dynamics [113,117–119].
The point-mass dynamics has been calculated within the
post-Newtonian framework [34,36,37], effective-one-body
formalism [10,120–125], and with a phenomenological
approach [126–131]. Results presented here are obtained
using a frequency domain post-Newtonian waveform
model [30] that includes dynamical effects from tidal
interactions [132], point-mass spin-spin interactions
[34,37,133,134], and couplings between the orbital angular
momentum and the orbit-aligned dimensionless spin com-
ponents of the stars χz [92].
The properties of gravitational-wave sources are inferred

by matching the data with predicted waveforms. We
perform a Bayesian analysis in the frequency range
30–2048 Hz that includes the effects of the 1σ calibration
uncertainties on the received signal [135,136] (< 7% in
amplitude and 3° in phase for the LIGO detectors [137] and
10% and 10° for Virgo at the time of the event). Unless
otherwise specified, bounds on the properties of
GW170817 presented in the text and in Table I are 90%
posterior probability intervals that enclose systematic
differences from currently available waveform models.
To ensure that the applied glitch mitigation procedure

previously discussed in Sec. II (see Fig. 2) did not bias the
estimated parameters, we added simulated signals with
known parameters to data that contained glitches analogous
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FIG. 3. Sky location reconstructed for GW170817 by a rapid
localization algorithm from a Hanford-Livingston (190 deg2,
light blue contours) and Hanford-Livingston-Virgo (31 deg2,
dark blue contours) analysis. A higher latency Hanford-Living-
ston-Virgo analysis improved the localization (28 deg2, green
contours). In the top-right inset panel, the reticle marks the
position of the apparent host galaxy NGC 4993. The bottom-right
panel shows the a posteriori luminosity distance distribution
from the three gravitational-wave localization analyses. The
distance of NGC 4993, assuming the redshift from the NASA/
IPAC Extragalactic Database [89] and standard cosmological
parameters [90], is shown with a vertical line.
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2017). The ejecta dominantly consist of r-process elements

(e.g., Lattimer & Schramm 1974; Eichler et al. 1989; Korobkin

et al. 2012; Wanajo et al. 2014), and thus the decay of radioac-

tive isotopes produced by the r-process nucleosynthesis heats

up and brightens the ejecta. The EM-bright object is called

“kilonova” or “macronova” (Li & Paczyński 1998; Kulkarni

2005; Metzger et al. 2010), and regarded as a promising EM

counterpart of a GW (Kasen et al. 2013; Barnes & Kasen

2013; Tanaka & Hotokezaka 2013; Metzger & Fernández 2014;

Tanaka et al. 2014; Kasen et al. 2015). Also, the central engine

of a short gamma-ray burst, which is believed to originate from

a binary neutron star coalescence, is a possible energy source

of EM counterparts through its jet and gamma/X-ray emission

(e.g., Kisaka et al. 2016).

On Aug 17, 2017, 12:41:04 GMT, Advanced LIGO and

Advanced Virgo detected a GW candidate from a binary NS

coalescence, being coincident with a gamma-ray detection with

Fermi/GBM (The LIGO Scientific Collaboration & the Virgo

Collaboration 2017a; The LIGO Scientific Collaboration & the

Virgo Collaboration 2017b). The sky localization with the

three detectors is as narrow as 28 deg2 for a 90% credible re-

gion centered at R.A.= 13h08m, decl.=−22◦30′ (J2000.0)

(Abbott et al. 2017c). And the localization is overlapped with

the error regions of gamma-ray detection with Fermi/GBM and

INTEGRAL (Connaughton et al. 2017; Savchenko et al. 2017a;

Savchenko et al. 2017b). The GW observation reveals the lu-

minosity distance to the GW source, named GW170817, as

40+8
−14 Mpc (90% probability) (Abbott et al. 2017c). Although

GW170817 appeared at the position close to the Sun, the first

significant alert of a binary NS coalescence and the narrow

sky localization area initiate many EM follow-up observations

(The LIGO Scientific Collaboration & the Virgo Collaboration

2017c).

Along with the EM follow-up observation campaign of

GW170817, the Japanese collaboration for Gravitational wave

ElectroMagnetic follow-up (J-GEM) performed a survey with

Hyper Suprime-Cam (HSC, Miyazaki et al. 2012), which is

a wide-field imager installed on the prime focus of the 8.2m

Subaru telescope. Its FoV of 1.77 deg2 is largest among the

currently existing 8-10 m telescopes, and thus it is the most

efficient instrument for the optical survey. In this paper, we

summarize the observation with Subaru/HSC and properties of

discovered candidates. Throughout the paper, we correct the

Galactic reddening (Schlafly & Finkbeiner 2011)1, and all the

magnitudes are given as AB magnitudes.

2 Observation and data analysis

We started HSC observation from Aug 18.23, 2017 (UT), cor-

responding to 0.7 days after the GW detection, and also per-

1 http://irsa.ipac.caltech.edu/applications/DUST/

Table 1. Subaru/HSC pointings.

Pointing R.A. decl.

(ID) (J2000) (J2000)

04 13h07m25s −26◦36′51′′

05 13h10m14s −27◦17′02′′

06 13h13m03s −27◦57′27′′

07 13h15m51s −28◦38′07′′

08 13h18m40s −29◦19′02′′

09 13h21m29s −30◦00′15′′

10 13h04m36s −24◦37′42′′

11 13h07m25s −25◦17′12′′

12 13h10m14s −25◦56′55′′

13 13h13m03s −26◦36′51′′

14 13h01m48s −22◦40′26′′

15 13h15m51s −27◦17′02′′

16 13h18m40s −27◦57′27′′

17 13h04m36s −23◦19′20′′

18 13h07m25s −23◦58′25′′

19 12h58m59s −20◦44′47′′

20 13h10m14s −24◦37′43′′

22 13h13m03s −25◦17′12′′

23 13h15m51s −25◦56′55′′

24 12h56m10s −18◦50′37′′

25 13h04m36s −22◦01′43′′

26 13h07m25s −22◦40′26′′

28 13h10m14s −23◦19′20′′

29 13h01m48s −20◦06′35′′

30o 30o

300o 300o

Fig. 1. Pointing map for GW170817 overlaid on the probability map

(LALInference v2.fits.gz; Abbott et al. 2017c). The white contour represents

the 90% credible region. Circles represent the field-of-view of HSC, chang-

ing their face color with an order of observation. Observations have been

carried out from darker color to lighter color. The dashed curves represent

the Galactic graticules.
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Fig. 5. Flowchart of the candidate screening process. The number in each

box represents the number of remaining sources after each screening.

of artificial sources. The median of 5σ limiting magnitude is

roughly comparable to the 70% completeness magnitude.

As the detected sources include many bogus detection, can-

didate selection is performed as done in Utsumi et al. (2017a).

Criteria for the detection in a single difference image are (1)

|(S/N)PSF|> 5, (2) (b/a)/(b/a)PSF > 0.65 where a and b are

the lengths of the major and minor axes of a shape of a source,

respectively, (3) 0.7 < FWHM/(FWHM)
PSF

< 1.3, and (4)

PSF-subtracted residual < 3σ. These criteria confirm a high

confidence level of detection and a stellar-like shape of a source.

Further, we impose the sources to be detected in both of the dif-

ference images on Aug 18 and 19, and find 1551 sources. We

also evaluate the completeness of this candidate selection with

the artificial point sources (solid lines in Figure 4). The can-

didate selection makes the 50% completeness magnitudes shal-

lower by 0.7− 0.8 mag. The completeness of the two-epoch

detection is comparable to that on Aug 19 because the obser-

vation on Aug 19 is shallower than that on Aug 18. The 50%

completeness magnitude for two-epoch detection is 20.6 mag.

The two-epoch detection is only possible for the fields with

the archival PS1 images and the HSC images on both of Aug 18

and 19. The resultant area for the transient search is 23.6 deg2

corresponding to the 56.6% credible region of GW170817.

3 Transient search and characteristics

3.1 Source screening

Since the 1551 sources include sources unrelated to

GW170817, we need to screen them in order to pick up

candidates that may be related to GW170817. We adopt a

procedure shown in the flowchart (Figure 5).

First of all, the flux of optical counterpart of GW170817

Fig. 6. Example of sources excluded by the visual inspection: (Top) high

proper motion stars and (bottom) bogus detection at the center of the ex-

tended objects. The lengths of ticks are 2 arcsec and the figure size is

20× 20 arcsec2 .

needs not to be negative on Aug 18 and 19. We exclude sources

having significantly negative fluxes (< −3σ) on Aug 18 or 19.

We also rule out sources associated with stellar-like objects in

the PS1 catalog (Magnier et al. 2016b; Flewelling et al. 2016)3

with a separation of < 1.0 arcsec. Here we adopt the larger sep-

aration, similar to the typical seeing size, than the astrometric

error in order to remove bogus detection that frequently appears

around a bright star. According to the number density of stellar-

like objects in the PS1 catalog, this exclusion reduces only 0.2%

of the survey fields. After these screening, 384 sources remain.

While 322 sources are located at the center of extended objects

in the PS1 catalog, 62 sources have separations with > 1.0 arc-

sec to any objects in the PS1 catalog.

We further exclude sources associated with PS1 objects

that is firmly located outside of the 3D skymap derived from

the GW observations (LALInference v2.fits.gz; Abbott et al.

2017c), adopting the GLADE v2 catalog and NASA/IPAC

Extragalactic Database (NED)4. While we primarily employ the

distance in the GLADE catalog, we replace it with the redshift-

independent distance in NED if the associated PS1 objects or

one of a galaxy pair containing the associated PS1 objects

have information (Tully 1988; Willick et al. 1997; Freedman

et al. 2001; Theureau et al. 2007; Sorce et al. 2014; Springob

et al. 2014), and with the redshift-dependent distance in NED

(Mould et al. 2000) if no distance information is available in the

3 https://panstarrs.stsci.edu/
4 https://ned.ipac.caltech.edu/

Tominaga,	MT	et	al.	2018,		
PASJ	in	press,	arXiv:1710.05865

Remaining	59	objects	
(58	center,	1	offset)

That	of	NGC4993	
=		0.64
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Fig. 7. Stacked and difference z-band images of J-GEM17btc (a.k.a. SSS17a/DLT17ck) associated with NGC 4993 located in the 3D skymap of GW170817.

The archival HST ACS image is also shown. The lengths of ticks are 11 arcsec and the figure size is 56× 56 arcsec2 .

GLADE catalog. We search for possibly associated galaxies in

the GLADE catalog or NED with a separation of < 2.0 arc-

sec for the 322 sources at the center of extended PS1 objects,

which is smaller than the criteria to identify duplicate galaxies

in the GLADE catalog (3.6 arcsec), and with a separation of

< 15.0 arcsec for the 62 off-center sources, which corresponds

to a separation of < 3 kpc at a distance of 40 Mpc. If the 3D

probability of GW170817 occurrence at the location and dis-

tance of the associated PS1 object with a HEALPix 3D grid

with resolution of NSIDE=1024 is less than 10−3 of the maxi-

mum probability, the source is ruled out. This screening reduces

the number of sources to 224 sources at the center of extended

PS1 objects and 59 off-center sources.

There is only one source (J-GEM17btc) associated with a

PS1 object that is located in the 3D skymap. The detail of J-

GEM17btc is described in the next subsection. On the other

hand, the other 282 sources do not have distance measurement

in the GLADE catalog or NED. After the catalog matching, four

of the authors remove bogus and high proper motion stars by

visual inspection (Figure 6). The number of final candidates,

that may be related to GW170817, is 60 (Table 5). We note that

58 candidates are located at the center of extended PS1 objects

and that some of them could be active galactic nuclei (AGN) or

indistinguishable residuals resulting from different instrumental

signatures between PS1 and HSC, but we conservatively hold

them as candidates.

Fig. 8. Stacked and difference z-band images of an off-center candidate J-

GEM17bog. The archival PS1 i-band image is also shown. The lengths of

ticks are 2 arcsec and the figure size is 20× 20 arcsec2 .

3.2 Properties of candidates

We investigate properties of remaining 60 candidates.

Figure 7 shows the candidate with the associated PS1 object

within the 3D skymap of GW170817. J-GEM17btc is located at

R.A.= 13h09m48.s07, decl.=−23◦22′53.′′4 (J2000.0), which

is SSS17a/DLT17ck reported by Coulter et al. (2017a); Coulter

et al. (2017b); Valenti et al. (2017). The nearest ob-

ject in the PS1 catalog is PSO J130947.744-232257.366 at

R.A.= 13h09m47.s74, decl.=−23◦22′57.′′4 (J2000.0) with a

Probability	to	be		
inside	of	3D	map	

=		9.3	x	10-5
(Faint	end	of	luminosity	func4on)
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properties of GRB 170817A (see Methods). Instead, a structured jet 
profile, where the outflow energetics and Lorentz factor vary with the 
angle from the jet axis, can explain both the GRB and afterglow prop-
erties (Extended Data Fig. 3). Alternatively, the low-luminosity γ-ray 
transient may not trace the prompt GRB emission, but come from a 
broader collimated, mildly relativistic cocoon29.

Another independent constraint on the off-axis geometry comes 
from the spectral and temporal evolution of the kilonova light curves 
(Fig. 3b). The luminous and long-lived optical emission implies that the 

observer intercepts a substantial contribution from the wind compo-
nent along the polar axis, which would be shielded by the lanthanide- 
rich ejecta for an edge-on observer along the equatorial plane (Fig. 4).  
A comparison between the kilonova models30 and our optical- 
infrared photometry favours an off-axis orientation, in which the 
wind is partially obscured by the dynamical ejecta, with an estimated 
inclination angle anywhere between 20° and 60° (Extended Data  
Fig. 4), depending on the detailed configuration of the dynamical 
ejecta. Taking into account the uncertainties in the model, such as the 
morphologies of the ejecta and the possible different types of wind, 
this is in good agreement with the orientation inferred from afterglow 
modelling. The geometry of the binary merger GW170817 (Fig. 4), 
here primarily constrained through electromagnetic observations, 
could be further refined through a joint analysis with the gravitational- 
wave signal.

The discovery of GW170817 and its X-ray counterpart shows that 
the second generation of gravitational-wave interferometers will enable 
us to uncover a new population of weak and probably off-axis GRBs 
associated with gravitational-wave sources, thus providing an unprece-
dented opportunity to investigate the properties of these cosmic explo-
sions and their progenitors. This paves the way for multi-messenger 
(that is, electromagnetic and gravitational-wave radiation) modelling 
of the different aspects of these events, which may potentially help to 
break the degeneracies that exist in the models of neutron-star mergers 
when considered separately.

Online Content Methods, along with any additional Extended Data display items and 
Source Data, are available in the online version of the paper; references unique to 
these sections appear only in the online paper.
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Figure 3 | Multi-wavelength light curves for the counterpart of 
GW170817. a, Temporal evolution of the X-ray and radio counterparts 
of GW170817 compared to the model predictions (thin solid lines) for a 
short GRB afterglow viewed at an angle θv ≈ 28°. The thick grey line shows 
the X-ray light curve of the same afterglow as seen on-axis, falling in the 
typical range15 of short GRBs (vertical dashed line). Upper limits are 3σ. 
b, Temporal evolution of the optical and infrared transient AT 2017gfo 
compared with the theoretical predictions (solid lines) for a kilonova seen 

off-axis with viewing angle θv ≈ 28°. For comparison with the ground-
based photometry, Hubble Space Telescope measurements (squares) were 
converted to standard filters. Our model includes the contribution from a 
massive, high-speed wind along the polar axis (Mw ≈ 0.015M⊙, v ≈ 0.08c) 
and from the dynamical ejecta (Mej ≈ 0.002M⊙, v ≈ 0.2c). The presence of 
a wind is required to explain the bright and long-lived optical emission, 
which is not expected otherwise (see dashed line).
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Figure 4 | Schematic diagram for the geometry of GW170817. Following 
the neutron-star merger, a small amount of fast-moving neutron-rich 
ejecta (red shells) emits an isotropic kilonova peaking in the infrared.  
A larger mass neutron-free wind along the polar axis (blue arrows) produces 
kilonova emission peaking at optical wavelengths. This emission, although 
isotropic, is not visible to edge-on observers because it is only visible 
within a range of angles and otherwise shielded by the high-opacity ejecta. 
A collimated jet (black solid cone) emits synchrotron radiation visible at 
radio, X-ray and optical wavelengths. This afterglow emission outshines 
all other components if the jet is seen on-axis. However, to an off-axis 
observer, it appears as a low-luminosity component delayed by several 
days or weeks.
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The X-ray counterpart to the gravitational-wave 
event GW170817
E. Troja1,2, L. Piro3, H. van Eerten4, R. T. Wollaeger5, M. Im6, O. D. Fox7, N. R. Butler8, S. B. Cenko2,9, T. Sakamoto10, C. L. Fryer5, 
R. Ricci11, A. Lien2,12, R. E. Ryan Jr7, O. Korobkin5, S.-K. Lee6, J. M. Burgess13, W. H. Lee14, A. M. Watson14, C. Choi6, S. Covino15, 
P. D’Avanzo15, C. J. Fontes5, J. Becerra González16,17, H. G. Khandrika7, J. Kim6, S.-L. Kim18, C.-U. Lee18, H. M. Lee19, 
A. Kutyrev1,2, G. Lim6, R. Sánchez-Ramírez3, S. Veilleux1,9, M. H. Wieringa20 & Y. Yoon6

A long-standing paradigm in astrophysics is that collisions—
or mergers—of two neutron stars form highly relativistic and 
collimated outflows (jets) that power γ-ray bursts of short (less 
than two seconds) duration1–3. The observational support for 
this model, however, is only indirect4,5. A hitherto outstanding 
prediction is that gravitational-wave events from such mergers 
should be associated with γ-ray bursts, and that a majority of 
these bursts should be seen off-axis, that is, they should point 
away from Earth6,7. Here we report the discovery observations 
of the X-ray counterpart associated with the gravitational-wave 
event GW170817. Although the electromagnetic counterpart at 
optical and infrared frequencies is dominated by the radioactive 
glow (known as a ‘kilonova’) from freshly synthesized rapid 
neutron capture (r-process) material in the merger ejecta8–10, 
observations at X-ray and, later, radio frequencies are consistent 
with a short γ-ray burst viewed off-axis7,11. Our detection of X-ray 
emission at a location coincident with the kilonova transient 
provides the missing observational link between short γ-ray 
bursts and gravitational waves from neutron-star mergers, and 
gives independent confirmation of the collimated nature of the 
γ-ray-burst emission.

On 17 August 2017 at 12:41:04 universal time (ut; hereafter T0), 
the Advanced Laser Interferometer Gravitational-Wave Observatory 
(LIGO) detected a gravitational-wave transient from the merger of two 
neutron stars at a distance12 of 40 ± 8 Mpc. Approximately two seconds 
later, a weak γ-ray burst (GRB) of short duration (<2 s) was observed 
by the Fermi Gamma-ray Space Telescope13 and INTEGRAL14. The 
low luminosity of this γ-ray transient was unusual compared to the 
population of short GRBs at cosmological distances15, and its physical 
connection with the gravitational-wave event remained unclear.

A vigorous observing campaign targeted the localization region 
of the gravitational-wave transient, and rapidly identified a source of 
bright optical, infrared and ultraviolet emission in the early-type galaxy  
NGC 499316,17. This source was designated ‘SSS17a’ by the Swope 
team16, but here we use the official IAU designation, AT 2017gfo.

AT 2017gfo was initially not visible at radio and X-ray wavelengths. 
However, on 26 August 2017, we observed the field with the Chandra  
X-ray Observatory and detected X-ray emission at the position  
of AT 2017gfo (Fig. 1). The observed X-ray flux (see Methods) implies 
an isotropic luminosity of 9 × 1038 erg s−1 if located in NGC 4993  
at a distance of about 40 Mpc. Further Chandra observations,  
performed between 1 and 2 September 2017, confirmed the presence 
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Figure 1 | Optical/infrared and X-ray images of the counterpart of 
GW170817. a, Hubble Space Telescope observations show a bright and 
red transient in the early-type galaxy NGC 4993, at a projected physical 
offset of about 2 kpc from its nucleus. A similar small offset is observed 

in less than a quarter of short GRBs5. Dust lanes are visible in the inner 
regions, suggestive of a past merger activity (see Methods). b, Chandra 
observations revealed a faint X-ray source at the position of the optical/
infrared transient. X-ray emission from the galaxy nucleus is also visible.
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with specific stellar populations). Because merger counterparts
are predicted to be faint, obtaining a spectroscopic redshift
is challenging (cf. Rowlinson et al. 2010), in which case
spectroscopy of the host galaxy is the most promising means
of obtaining the event redshift.

It is important to distinguish two general strategies for con-
necting EM and GW events. One approach is to search for a
GW signal following an EM trigger, either in real time or at
a post-processing stage (e.g., Finn et al. 1999; Mohanty et al.
2004). This is particularly promising for counterparts predicted
to occur in temporal coincidence with the GW chirp, such as
short-duration gamma-ray bursts (SGRBs). Unfortunately, most
other promising counterparts (none of which have yet been
independently identified) occur hours to months after coales-
cence.6 Thus, the predicted arrival time of the GW signal will
remain uncertain, in which case the additional sensitivity gained
from this information is significantly reduced. For instance, if
the time of merger is known only to within an uncertainty of
∼ hours (weeks), as we will show is the case for optical (radio)
counterparts, then the number of trial GW templates that must
be searched is larger by a factor ∼104–106 than if the merger
time is known to within seconds, as in the case of SGRBs.

A second approach, which is the primary focus of this paper,
is EM follow-up of GW triggers. A potential advantage in this
case is that counterpart searches are restricted to the nearby
universe, as determined by the ALIGO/Virgo sensitivity range
(redshift z ! 0.05–0.1). On the other hand, the large error
regions are a significant challenge, which are estimated to be
tens of square degrees even for optimistic configurations of GW
detectors (e.g., Gürsel & Tinto 1989; Fairhurst 2009; Wen &
Chen 2010; Nissanke et al. 2011). Although it has been argued
that this difficulty may be alleviated if the search is restricted
to galaxies within 200 Mpc (Nuttall & Sutton 2010), we stress
that the number of galaxies with L " 0.1 L∗ (typical of SGRB
host galaxies; Berger 2009, 2011) within an expected GW error
region is ∼400, large enough to negate this advantage for most
search strategies. In principle the number of candidate galaxies
could be reduced if the distance can be constrained from the
GW signal; however, distance estimates for individual events
are rather uncertain, especially at that low of S/Ns that will
characterize most detections (Nissanke et al. 2010). Moreover,
current galaxy catalogs are incomplete within the ALIGO/Virgo
volume, especially at lower luminosities. Finally, some mergers
may also occur outside of their host galaxies (Berger 2010;
Kelley et al. 2010). Although restricting counterpart searches to
nearby galaxies is unlikely to reduce the number of telescope
pointings necessary in follow-up searches, it nevertheless can
substantially reduce the effective sky region to be searched,
thereby allowing for more effective vetoes of false positive
events (Kulkarni & Kasliwal 2009).

At the present there are no optical or radio facilities that can
provide all-sky coverage at a cadence and depth matched to
the expected light curves of EM counterparts. As we show in
this paper, even the Large Synoptic Survey Telescope (LSST),
with a planned all-sky cadence of four days and a depth of
r ≈ 24.7 mag, is unlikely to effectively capture the range of
expected EM counterparts. Thus, targeted follow-up of GW

6 Predicted EM counterparts that may instead precede the GW signal include
emission powered by the magnetosphere of the NS (e.g., Hansen & Lyutikov
2001; McWilliams & Levin 2011; Lyutikov 2011a, 2011b), or cracking of the
NS crust due to tidal interactions (e.g., Troja et al. 2010; Tsang et al. 2011),
during the final inspiral. However, given the current uncertainties in these
models, we do not discuss them further.

BH

obs

j
Tidal Tail & Disk Wind

Ejecta ISM Shock

Merger Ejecta 

v ~ 0.1 0.3 c

Optical (hours days)

Kilonova
Optical (t ~ 1 day)

Jet ISM Shock (Afterglow)

GRB
(t ~ 0.1 1 s)

Radio (weeks years)

Radio (years)

Figure 1. Summary of potential electromagnetic counterparts of NS–NS/
NS–BH mergers discussed in this paper, as a function of the observer angle,
θobs. Following the merger a centrifugally supported disk (blue) remains around
the central compact object (usually a BH). Rapid accretion lasting !1 s
powers a collimated relativistic jet, which produces a short-duration gamma-
ray burst (Section 2). Due to relativistic beaming, the gamma-ray emission
is restricted to observers with θobs ! θj , the half-opening angle of the jet.
Non-thermal afterglow emission results from the interaction of the jet with
the surrounding circumburst medium (pink). Optical afterglow emission is
observable on timescales up to ∼ days–weeks by observers with viewing angles
of θobs ! 2θj (Section 3.1). Radio afterglow emission is observable from all
viewing angles (isotropic) once the jet decelerates to mildly relativistic speeds
on a timescale of weeks–months, and can also be produced on timescales of
years from sub-relativistic ejecta (Section 3.2). Short-lived isotropic optical
emission lasting ∼few days (kilonova; yellow) can also accompany the merger,
powered by the radioactive decay of heavy elements synthesized in the ejecta
(Section 4).
(A color version of this figure is available in the online journal.)

error regions is required, whether the aim is to detect optical
or radio counterparts. Even with this approach, the follow-
up observations will still require large field-of-view (FOV)
telescopes to cover tens of square degrees; targeted observations
of galaxies are unlikely to substantially reduce the large amount
of time to scan the full error region.

Our investigation of EM counterparts is organized as follows.
We begin by comparing various types of EM counterparts, each
illustrated by the schematic diagram in Figure 1. The first is an
SGRB, powered by accretion following the merger (Section 2).
Even if no SGRB is produced or detected, the merger may still
be accompanied by relativistic ejecta, which will power non-
thermal afterglow emission as it interacts with the surrounding
medium. In Section 3 we explore the properties of such “or-
phan afterglows” from bursts with jets nearly aligned toward
Earth (optical afterglows; Section 3.1) and for larger viewing
angles (late radio afterglows; Section 3.2). We constrain our
models using the existing observations of SGRB afterglows,
coupled with off-axis afterglow models. We also provide a re-
alistic assessment of the required observing time and achiev-
able depths in the optical and radio bands. In Section 4 we
consider isotropic optical transients powered by the radioac-
tive decay of heavy elements synthesized in the ejecta (referred
to here as “kilonovae,” since their peak luminosities are pre-
dicted to be roughly one thousand times brighter than those
of standard novae). In Section 5 we compare and contrast the
potential counterparts in the context of our four Cardinal Virtues.
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Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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3 R A D I OAC T I V E H E AT I N G

3.1 Network calculations

In this section we present calculations of the radioactive heating of
the ejecta. We use a dynamical r-process network (Martı́nez-Pinedo
2008; Petermann et al. 2008) that includes neutron captures, pho-
todissociations, β-decays, α-decays and fission reactions. The latter
includes contributions from neutron-induced fission, β delayed fis-
sion and spontaneous fission. The neutron capture rates for nuclei
with Z ≤ 83 are obtained from the work of Rauscher & Thielemann
(2000) and are based on two different nuclear mass models: the
Finite Range Droplet Model (FRDM; Möller et al. 1995) and the
Quenched version of the Extended Thomas–Fermi with Strutinsky
Integral (ETFSI-Q) model (Pearson, Nayak & Goriely 1996). For
nuclei with Z > 83 the neutron capture rates and neutron-induced
fission rates are obtained from Panov et al. (2010). β-decay rates
including emission of up to three neutrons after β-decay are from
Möller, Pfeiffer & Kratz (2003). β-delayed fission and spontaneous
fission rates are determined as explained by Martı́nez-Pinedo et al.
(2007). Experimental rates for α and β decay have been obtained
from the NUDAT data base.1 Fission yields for all fission processes
are determined using the statistical code ABLA (Gaimard & Schmidt
1991; Benlliure et al. 1998). All heating is self-consistently added
to the entropy of the fluid following the procedure of Freiburghaus
et al. (1999). The change of temperature during the initial expan-
sion is determined using the Timmes equation of state (Timmes &
Arnett 1999), which is valid below the density ρ ∼ 3 × 1011 g cm−3

at which our calculation begins.
As in the r-process calculations performed by Freiburghaus et al.

(1999), we use a Lagrangian density ρ(t) taken from the NS–NS
merger simulations of Rosswog et al. (1999). In addition to ρ(t), the
initial temperature T , electron fraction Ye and seed nuclei properties
(Ā, Z̄) are specified for a given calculation. We assume an initial
temperature T = 6 × 109 K, although the subsequent r-process heat-
ing is not particularly sensitive to this choice because any initial ther-
mal energy is rapidly lost to P dV work during the initial expansion
before the r-process begins (Meyer 1989; Freiburghaus et al. 1999).
For our fiducial model we also assume Ye = 0.1, Z̄ ≃ 36, Ā ≃ 118
(e.g. Freiburghaus et al. 1999).

Our results for the total radioactive power Ė with time are shown
in Fig. 1. On time-scales of interest the radioactive power can be
divided into two contributions: fission and β-decays, which are
denoted by dashed and dotted lines, respectively. The large heating
rate at very early times is due to the r-process, which ends when
neutrons are exhausted at t ∼ 1 s ∼10−5 d. The heating on longer
time-scales results from the synthesized isotopes decaying back to
stability. On the time-scales of interest for powering EM emission
(tpeak ∼ hours–days; equations3), most of the fission results from
the spontaneous fission of nuclei with A ∼ 230–280. This releases
energy in the form of the kinetic energy of the daughter nuclei and
fast neutrons, with a modest contribution from γ -rays. The other
source of radioactive heating is β-decays of r-process product nuclei
and fission daughters (see Table 1 for examples corresponding to
our fiducial model). In Fig. 1 we also show for comparison the
radioactive power resulting from an identical mass of 56Ni and its
daughter 56Co. Note that (coincidentally) the radioactive power of
the r-process ejecta and 56Ni/56Co are comparable on time-scales
∼1 d.

1http://www.nndc.bnl.gov/nudat2/

Figure 1. Radioactive heating rate per unit mass Ė in NS merger ejecta
due to the decay of r-process material, calculated for the Ye = 0.1 ejecta
trajectory from Rosswog et al. (1999) and Freiburghaus et al. (1999). The
total heating rate is shown with a solid line and is divided into contributions
from β-decays (dotted line) and fission (dashed line). For comparison we
also show the heating rate per unit mass produced by the decay chain
56Ni → 56Co → 56Fe (dot–dashed line). Note that on the ∼day time-scales
of interest for merger transients (t ∼ tpeak; equation 3) fission and β-decays
make similar contributions to the total r-process heating, and that the r-
process and 56Ni heating rates are similar.

Table 1. Properties of the dominant β-decay nuclei at t ∼ 1 d.

Isotope t1/2 Qa ϵb
e ϵc

ν ϵd
γ Eavg e

γ

(h) (MeV) (MeV)

135I 6.57 2.65 0.18 0.18 0.64 1.17
129Sb 4.4 2.38 0.22 0.22 0.55 0.86
128Sb 9.0 4.39 0.14 0.14 0.73 0.66
129Te 1.16 1.47 0.48 0.48 0.04 0.22
132I 2.30 3.58 0.19 0.19 0.62 0.77
135Xe 9.14 1.15 0.38 0.40 0.22 0.26
127Sn 2.1 3.2 0.24 0.23 0.53 0.92
134I 0.88 4.2 0.20 0.19 0.61 0.86
56Nif 146 2.14 0.10 0.10 0.80 0.53

aTotal energy released in the decay.
b,c,dFraction of the decay energy released in electrons, neutrinos and γ -rays.
eAverage photon energy produced in the decay.
f Note: 56Ni is not produced by the r-process and is only shown for compar-
ison [although a small abundance of 56Ni may be produced in accretion disc
outflows from NS–NS/NS–BH mergers (Metzger et al. 2008b)].

In Fig. 2 we show the final abundance distribution from our
fiducial model, which shows the expected strong second and third
r-process peaks at A ∼ 130 and ∼195, respectively. For comparison,
we show the measured Solar system r-process abundances with
points. The computed abundances are rather different to the one
obtained by Freiburghaus et al. (1999) due to an improved treatment
of fission yields and freeze-out effects.

Although we assume Ye = 0.1 in our fiducial model, the ejecta
from NS mergers will possess a range of electron fractions (see
Section 2.1). To explore the sensitivity of our results to the ejecta
composition we have run identical calculations of the radioactive
heating, but varying the electron fraction in the range Ye = 0.05–
0.35. Although in reality portions of the ejecta with different compo-
sitions will undergo different expansion histories, in order to make
a direct comparison we use the same density trajectory ρ(t) as was
described earlier for the Ye = 0.1 case. Fig. 3 shows the heating rate

C⃝ 2010 The Authors. Journal compilation C⃝ 2010 RAS, MNRAS 406, 2650–2662

Metzger+10,	MNRAS,	406,	2650
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simulations for dynamic NSNS ejecta, for other cases we use a parametrized treatment with 
numerical values based on existing hydrodynamic studies.

2.1. NSNS merger simulations

The NSNS simulations of this paper make use of the Smooth Particle Hydrodynamics (SPH) 
method, see [72–75] for recent reviews. Our code is an updated version of the one that was 
used in earlier studies [11, 76–78]. We solve the Newtonian, ideal hydrodynamics equa-
tions for each particle a:
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Figure 2. Summary of various rate constraints. The lines from the upper left to lower 
right indicate the typical ejecta mass required to explain all r-process/all r-process with 
A  >  80/all r-process with A  >  130 for a given event rate (lower panel per year and 
Milky Way-type galaxy, upper panel per year and Gpc3). Also marked is the compiled 
rate range from Abadie et al (2010) for both double neutron stars and neutron star black 
hole systems and (expected) LIGO upper limits for O1 to O3 (Abbott et al 2016b). 
The dynamic ejecta results from some hydrodynamic simulations are also indicated: 
the double arrow denoted ‘nsns Bauswein  +  13’ indicates the ejecta mass range found 
in [23], ‘nsns Rosswog 13’ refers to [24], ‘nsns Hotokezaka  +  13’ to [25], ‘nsbh 
Foucart  +  14’ to [26] and ‘nsbh Kyutoku  +  13’ to [27].

S Rosswog et alClass. Quantum Grav. 34 (2017) 104001

Rosswog+17	
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GW
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CAVEATS:	abundance	ra4os	are	not	well	constrained



r-process	nucleosynthesis	in	core-collapse	supernovae

Difficult	to	produce	r-process	elements	in	  
normal	(neutrino-driven)	core-collapse	supernova	

*	r-process	in	peculiar	SNe	is	NOT	excluded	(e.g.,	magne4c	field)

The Astrophysical Journal Letters, 726:L15 (4pp), 2011 January 10 Wanajo, Janka, & Müller

Figure 1. Snapshot of the convective region of the 2D simulation of an ECSN
at 262 ms after core bounce with entropy per nucleon (s; left) and Ye (right).
Mushroom-shaped lumps of low-Ye matter are ejected during the early phase of
the explosion.
(A color version of this figure is available in the online journal.)

expands continuously, and a neutrino-powered explosion sets in
at t ∼ 100 ms p.b. in 1D and 2D essentially in the same way
and with a very similar energy (∼1050 erg; Janka et al. 2008).

In the multi-dimensional case, however, the negative entropy
profile created by neutrino heating around the PNS leads to a
short phase of convective overturn, in which accretion down-
flows deleptonize strongly, are neutrino heated near the neu-
trinosphere, and rise again quickly, accelerated by buoyancy
forces. Thus n-rich matter with modest entropies per nucleon
(s ∼ 13–15kB; kB is Boltzmann’s constant) gets ejected in
mushroom-shaped structures typical of Rayleigh–Taylor insta-
bility. Figure 1 displays the situation 262 ms after bounce when
the pattern is frozen in and self-similarly expanding.

As a consequence, the mass distribution of the ejecta in the
2D model extends down to Ye,min as low as ∼0.4, which is
significantly more n-rich than in the corresponding 1D case
(Y 1D

e,min ∼ 0.47).3 Figure 2 shows the Ye-histograms at the end of
the simulations. The total ejecta masses are 1.39×10−2 M⊙ for
the 1D model and 1.14 × 10−2 M⊙ in 2D, where the difference
is partly due to the different simulation times, being ∼800 ms
and ∼400 ms, respectively (core bounce occurs at ∼50 ms).
However, the ejecta after ∼250 ms p.b. are only proton-rich,
contributing merely to the Ye > 0.5 side in Figure 2.

3. NUCLEOSYNTHESIS FOR THE ECSN MODEL

The nucleosynthetic yields are obtained with the reaction
network code (including neutrino interactions) described in
Wanajo et al. (2009). Using thermodynamic trajectories directly
from the 2D ECSN model, the calculations are started when
the temperature decreases to 9 × 109 K, assuming initially
free protons and neutrons with mass fractions Ye and 1 − Ye,
respectively. The final abundances for all isotopes are obtained
by mass integration over all 2000 marker particles.

The resulting elemental mass fractions relative to solar values
(Lodders 2003), or the production factors, are shown in Figure 3

3 Note that the exact lower bound of the mass distribution versus Ye in the 1D
case is highly sensitive to details of the neutrino transport, e.g., the number and
interpolation of grid points in energy space. In a recent simulation with
improved spectral resolution, Hüdepohl et al. (2010) obtained Ye,min = 0.487.
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Figure 2. Ejecta masses vs. Ye for the 1D (blue) and 2D (red) explosion models.
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(A color version of this figure is available in the online journal.)

(red) compared to the 1D case (blue) from Wanajo et al. (2009).
The “normalization band” between the maximum (367 for Sr)
and a tenth of that is indicated in yellow with the medium marked
by a dotted line. The total ejecta mass is taken to be the sum
of the ejected mass from the core and the outer H/He-envelope
(= 8.8 M⊙–1.38 M⊙ + 0.0114 M⊙ = 7.43 M⊙). Note that
the N = 50 species, 86Kr, 87Rb, 88Sr, and 90Zr, have the largest
production factors for isotopes with values of 610, 414, 442,
and 564, respectively.

As discussed by Wanajo et al. (2009), in the 1D case only
Zn and Zr are on the normalization band, although some light
p-nuclei (up to 92Mo) can be sizably produced. In contrast, we
find that all elements between Zn and Zr, except for Ga, fall
into this band in the 2D case (Ge is marginal), although all
others are almost equally produced in 1D and 2D. This suggests
ECSNe to be likely sources of Zn, Ge, As, Se, Br, Kr, Rb, Sr,
Y, and Zr in the Galaxy. Note that the origin of these elements
is not fully understood, although Sr, Y, and Zr in the solar
system are considered to be dominantly made by the s-process.
The ejected masses of 56Ni (→56Fe; 3.0 × 10−3 M⊙) and all Fe
(3.1×10−3 M⊙) are the same as in the 1D case (2.5×10−3 M⊙;
Wanajo et al. 2009).
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0.1‒1秒ほどかけて原始中性子星付近の0.01太陽
質量程度の物質が脱出速度に達するまで押し上げ
られる．この加熱は，主に中性子 （n） の電子
ニュートリノ （νe） 捕獲

νe＋n→p＋e－ （1）

および陽子 （p） の反電子ニュートリノ （ν̄e） 捕獲

ν̄e＋p→n＋e＋ （2）

によるものである．超新星爆発のシミュレーション
により，この二つの反応はほぼ同じ程度起きてい
ることが確かめられているので，最終的には中性
子と陽子の数はほぼ同じになってしまうと考えら
れる．
もう少し定量的に話を進めるために，電子比

Ye（一核子あたりの電子数．1グラムあたりの電
子のモル数に等しい）という値を用いることにす
る．星や超新星の内部では物質は電気的に中性に
保たれているので，これは一核子あたりの陽子数
ということもできる．つまり，物質が陽子だけで
できていればYe＝1，中性子だけでできていれば
Ye＝0，4He原子核（中性子と陽子それぞれ2個か
らなる．α粒子という）だけでできていればYe＝
2/4＝0.5，56Fe原子核（中性子30個と陽子26個
からなる）だけでできていればYe＝26/56＝0.464
である．上の例では，原始中性子星の表面付近で
はYe≪0.5であるが，ニュートリノを浴びるにつ
れ，中性子数と陽子数はほぼ同数に，つまりYe

は0.5に近づいていくということになる．
図4に，9太陽質量の超新星シミュレーション
で得られた最深部の放出物質（約0.01太陽質量）
のYe分布を示す 9）．ニュートリノの効果により，
放出物質はそれほど中性子過剰でないのがわか
る．Yeの最小値は0.40，つまり，中性子の占め
る割合はたかだか6割程度に過ぎない．面白いこ
とに，最大値はYe＝0.55に達している．つまり，
原始中性子星から放出される物質にもかかわらず
陽子過剰になっている成分があることになる．こ

れは，電子ニュートリノと反電子ニュートリノの
数やエネルギーが同じ程度であれば，中性子より
陽子の質量のほうがわずかに小さい（つまりエネ
ルギー的に安定）であるために，式（2）より
式（1）の反応のほうが起こりやすくなるからであ
る．
この程度の中性子過剰率では rプロセスは起こ
らない．Ye＝0.4程度の場合，放出された物質の
温度が100億度程度まで下がると，ほぼ同数の中
性子と陽子が結合してα粒子になるため，中性子
数は全体の半分くらいになってしまう．この段階
ではまだ光分解が優勢なために rプロセスは起き
ない．光分解が弱くなる30億度以下に冷えるま
で待たねばならない．しかし，その頃には中性子
とα粒子がさらに融合し，物質は質量数80‒90程
度の元素（種核という）で占められ，中性子は枯
渇してしまう．図5の実線は，この9太陽質量の
超新星モデルを用いたときの元素合成の計算結果
を表している．質量数56（鉄）と90（ジルコニ
ウム）のピークは温度が50億度くらいのときに
核反応の熱平衡状態において形成されたものであ
り，rプロセスは全く起こっていない．
それでは，rプロセスにはどのくらいのYeが必

図4 9太陽質量星の超新星爆発シミュレーションに
よる放出物質（最深部の約0.01太陽質量）の
電子比（Ye）分布 9）．横軸はYe，縦軸はそれ
ぞれのYe範囲（ΔYe＝0.005）に含まれる物質
の質量比．

rプロセス特集
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•GW170817:	mul6-messenger	observa6ons	

• Kilonova	and	the	origin	of	heavy	elements	

• Future	prospects

GW170817:	Op4cal/infrared	Observa4ons	and	Kilonovae
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• Origin	of	ejecta?	

• Origin	of	“blue”	and	“red”	component?	

• Blue	component	with	high	veloci6es?	

• Abundance	pazern?	Similar	to	solar	abundances??	

• 3rd	peak??	(Au	and	Pt!)

Many	open	ques4ons

Publications of the Astronomical Society of Japan (2017), Vol. 00, No. 0 5

Fig. 3. Time evolution of optical and near-infrared spectral energy distri-
bution of SSS17a compared with three models. The observational data
are taken from Utsumi et al. (2017). All of the three models assume the
same ejecta mass (0.03 M⊙) and the same average velocity (⟨v⟩ = 0.1c).
Orange curves show the model of the dynamical ejecta (Ye = 0.10–0.40)
while blue and green curves show the models with the elemental abun-
dances calculated with high Ye (Ye = 0.30) and medium Ye (Ye = 0.25),
respectively.

nicely explained by 0.03 M⊙ of ejecta containing lan-
thanide elements (Ye = 0.10–0.40 or Ye = 0.25). How-
ever, the model with Ye = 0.10–0.40 does not repro-
duce the blue optical emission at the initial phases. On
the other hand, if the ejecta are completely lanthanide free
(Ye = 0.30), the emission is too blue compared with the
observations. We find that, as far as a single component
model is considered, the model with Ye = 0.25 containing
a small fraction of lanthanide elements reproduces both
optical and near-infrared emissions reasonably well.

What is the origin of such ejecta? The simulations of the
dynamical mass ejection show that a stronger mass ejection
occurs when radii of the NSs are smaller (i.e., when the
equation of state of the NSs is soft), and thus, shock heating
is more efficient. However, a possible maximum mass of the
dynamical ejecta is about 0.01 M⊙ with currently available
equations of states (e.g., Hotokezaka et al. 2013; Sekiguchi

Fig. 4. Schematic picture of the ejecta of the NS merger event GW170817.

et al. 2015, 2016; Radice et al. 2016). An even higher mass
ejection might be possible for a merger with an extreme
mass ratio of two NSs. However, in such cases, a tidally
disrupted component with a low Ye dominates (see the red
line in figure 1 for the abundances with Ye = 0.15) and the
emission would become even redder at the initial phases.
By virtue of these facts, it is unlikely that the dynamical
ejecta alone can power the entire optical and near-infrared
emissions of SSS17a.

We suggest that a kilonova from post-merger ejecta plays
a dominant contribution for SSS17a. The observed proper-
ties are nicely explained if the entire ejecta are moderately
lanthanide-rich as in the case of Ye = 0.25. However, it
does not necessarily mean that the ejecta should have only
a single component. In reality, the ejecta would have an
angular distribution of Ye, having higher Ye near a polar
region (Perego et al. 2014; Fujibayashi et al. 2017). There-
fore, more realistic situation may be a combination of spa-
tially separated high-, medium-, and possibly low-Ye com-
ponents as illustrated in figure 4. In fact, the model with
medium Ye does not perfectly reproduce the flux at <5000 Å
at t = 2 d and the agreement can be improved with a pres-
ence of small amount of high-Ye ejecta probably near the
pole. Then, our line of sight may be somewhat off-axis so
that we can observe both high- and medium-Ye regions. This
may also explain the weakness of the gamma-ray emission
(Connaughton et al. 2017; Goldstein et al. 2017; Savchenko
et al. 2017a, 2017b).

Our interpretation implies that a large amount of ejecta
with medium or high Ye is ejected during the post-merger
phase. The large ejecta mass suggests that the viscous
mass ejection is quite efficient in the NS merger event
GW170817. A required dimensionless viscous α parameter
is α ! 0.03 (Shibata et al. 2017). In addition, we specu-
late that a relatively long-lived massive NS is present after
the merger (Metzger & Fernández 2014; Kasen et al. 2015;
Lippuner et al. 2017) so that neutrino emission from the
central NS can increase Ye of the surrounding disk as well

High	Ye
Medium	Ye

Low	Ye
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Figure 11
(a) Comparisons of n-capture abundances in six r-process-rich Galactic halo stars with the Solar-system r-only abundance distribution.
The abundance data of all stars except CS 22892-052 have been vertically displaced downward for display purposes. The solid light
blue lines are the scaled r-only Solar-system elemental abundance curves (Simmerer et al. 2004, Cowan et al. 2006), normalized to the
Eu abundance of each star. (b) Difference plot showing the individual elemental abundance offsets; abundance differences are
normalized to zero at Eu (see Table 1 and Table 2) for each of the six stars with respect to the Solar-system r-process-only abundances.
Zero offset is indicated by the dashed horizontal line. Symbols for the stars are the same as in panel a. (c) Average stellar abundance
offsets. For individual stars all elemental abundances were first scaled to their Eu values, then averaged for all six stars, and finally
compared to the Solar-system r-only distribution.

262 Sneden · Cowan · Gallino

A
nn

u.
 R

ev
. A

st
ro

n.
 A

st
ro

ph
ys

. 2
00

8.
46

:2
41

-2
88

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lre
vi

ew
s.o

rg
 A

cc
es

s p
ro

vi
de

d 
by

 U
ni

ve
rs

ity
 o

f T
ok

yo
 o

n 
09

/1
8/

17
. F

or
 p

er
so

na
l u

se
 o

nl
y.

 

ANRV352-AA46-08 ARI 15 July 2008 11:46

 

Atomic number

a

b

c

 l
o

g
 

R
el

at
iv

e 
lo

g
 

 l
o

g
 

–1

0

1

–12

–10

–8

–6

– 4

2

0

30 40 50 60 70 80 90

–1

0

1

Average abundance offsets with respect to Arlandini et al. (1999) ‘‘stellar model’’

CS 22892-052: Sneden et al. (2003)

HD 115444: Westin et al. (2000) 

BD+17°324817: Cowan et al. (2002)

CS 31082-001: Hill et al. (2002)

HD 221170: Ivans et al. (2006)

HE 1523-0901: Frebel et al. (2007)

Individual stellar abundance offsets with respect to Simmerer et al. (2004)

Figure 11
(a) Comparisons of n-capture abundances in six r-process-rich Galactic halo stars with the Solar-system r-only abundance distribution.
The abundance data of all stars except CS 22892-052 have been vertically displaced downward for display purposes. The solid light
blue lines are the scaled r-only Solar-system elemental abundance curves (Simmerer et al. 2004, Cowan et al. 2006), normalized to the
Eu abundance of each star. (b) Difference plot showing the individual elemental abundance offsets; abundance differences are
normalized to zero at Eu (see Table 1 and Table 2) for each of the six stars with respect to the Solar-system r-process-only abundances.
Zero offset is indicated by the dashed horizontal line. Symbols for the stars are the same as in panel a. (c) Average stellar abundance
offsets. For individual stars all elemental abundances were first scaled to their Eu values, then averaged for all six stars, and finally
compared to the Solar-system r-only distribution.

262 Sneden · Cowan · Gallino

A
nn

u.
 R

ev
. A

st
ro

n.
 A

st
ro

ph
ys

. 2
00

8.
46

:2
41

-2
88

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lre
vi

ew
s.o

rg
 A

cc
es

s p
ro

vi
de

d 
by

 U
ni

ve
rs

ity
 o

f T
ok

yo
 o

n 
09

/1
8/

17
. F

or
 p

er
so

na
l u

se
 o

nl
y.

 

Sneden+2008

Solar	ra4os

“Universality”	of	r-process	abundances



open	s	shell	
(l=1)

open	p-shell	
(l=2)

open	d-shell	
	(l=3)

open	f	shell	
(l=4)

Kasen+13:	Sn	II,	Ce	II-III,	Nd	I-IV,	Os	II
Fontes+17:	Ce	I-IV,	Nd	I-IV,	Sm	I-IV,	U	I-IV

MT+17:	Se	I-III,	Ru	I-III,	Te	I-III,	Nd	I-III,	Er	I-III

1st	peak

2nd	peak

3rd	peak

Wollaeger+17:	Se,	Br,	Zr,	Pd,	Te

Kasen+17:	all	lanthanides



Energy	levels	of	Nd	II
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Figure 2. The excitation energy of the lowest energy levels for each electron configuration. Black circles show HULLAC calculations
while blue, green, and orange circles show GRASP2K calculations with different strategies. The data from NIST database are shown in
open squares for comparison.
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Figure 3. Line expansion opacities of Se, Ru, Te (left), Nd, and Er (right) calculated by using the HULLAC results. The calculations
assume ρ = 1× 10−13 g cm−3, T = 5, 000 K, and t = 1 day after the merger. The results are compared with the line expansion opacities
of Si and Fe calculated with Kurucz’s line list.

The opacities from the two atomic code agree reason-
ably well. Figure 4 shows the line expansion opacities of
Nd ii, Nd iii, Er ii, and Er iii. As expected from the
good agreement in the energy level (Figure 2), the opac-
ities from HULLAC and GRASP2K are almost indistin-
guishable for Nd ii, Nd iii and Er iii. For the Er ii ion,
GRASP2K calculations provides the better agreement in
the energy level than HULLAC calculations (Figure 2).
We find that the impact of this difference is by a factor

of about 2 in the opacity at optical and near infrared
wavelengths.
Why Er III opacity is low at near infrared??

Difference in the number of included figuration??
Finally we calculate the opacities for mixture of ele-

ments. We use the HULLAC results which cover more
elements and ionization stages. Since we have atomic
structure calculations for a small number of elements,
we assume the same bound-bound transition properties

The Astrophysical Journal, 774:25 (13pp), 2013 September 1 Kasen, Badnell, & Barnes

Table 1
Autostructure Atomic Structure Models

Ion Configurations Includeda Levels Lines χb

(eV)

Fe i 3d64s2, 3d74s, 3d64s4p, 3d74p, 3d74d, 3d74f, 3d75s, 3d75p, 3d75d, 3d64s4d 1784 326, 519 7.90
Fe ii 3d64s, 3d7, 3d64p, 3d64d, 3d64f, 3d65s, 3d65p, 3d65d, 3d54s2, 3d54s4p 1857 355, 367 16.18
Fe iii 3d6, 3d54s, 3d54p, 3d54d, 3d54f, 3d55s, 3d55p, 3d55d, 3d44s4p 2050 420, 821 30.65
Fe iv 3d5, 3d44s, 3d44p, 3d44d, 3d44f, 3d45s, 3d45p, 3d45d 1421 217, 986 54.91
Co i 3d74s2, 3d84s, 3d74s4p, 3d9, 3d84p, 3d84d, 3d85s, 3d74s4d, 3d74s5s 778 62, 587 7.88
Co ii 3d8, 3d74s, 3d64s2, 3d74p, 3d64s4p, 3d75s, 3d74d 757 58, 521 17.08
Co iii 3d7, 3d64s, 3d64p, 3d64d, 3d65s 601 34, 508 33.50
Co iv 3d6, 3d54s, 3d54p, 3d54d, 3d55s 728 48, 254 51.27
Ni i 3d84s2, 3d10, 3d84s4p, 3d94s, 3d94p, 3d94d, 3d94f, 3d95s, 3d95p, 3d96s 174 2, 776 7.64
Ni ii 3d9, 3d84s, 3d84p, 3d84d, 3d84f, 3d85s, 3d85p, 3d86s, 3d74s4p, 3d74s2 520 25, 496 16.18
Ni iii 3d8, 3d74s, 3d74p, 3d74d, 3d74f, 3d75s, 3d75p, 3d76s, 3d64s2 1644 61, 108 35.19
Ni iv 3d7, 3d64s, 3d64p, 3d64d, 3d64f, 3d65s, 3d65p, 3d66s, 3d54s4p, 3d54s2 751 258, 305 54.92
Nd i 4f46s2, 4f 35d6s2, 4f 45d6s, 4f 45d2, 4f 35d6s6p, 4f 45d6p 18104 24, 632, 513 5.52
Nd ii 4f46s, 4f 45d, 4f 46p, 4f 35d2, 4f 35d6s, 4f 35d6p, 4f 36s6p 6888 3, 873, 372 10.7
Nd iii 4f4, 4f 35d, 4f 36s, 4f 36p, 4f 25d2, 4f 25d6s, 4f 5d26s 1650 232, 715 22.14
Nd iv 4f3, 4f 25d, 4f 26s, 4f 26p 241 5780 40.4
Ce ii 4f5d2, 4f 5d6s, 4f 26s, 4f 25d, 4f 6s2, 4f 5d6p, 4f 26p, 5d3, 4f 6s6p, 4f 3 5, 637 4, 349, 351 10.8
Ce iii 4f5d, 4f 6s, 5d2, 4f 6p, 5d6s 3, 069 868, 640 20.19
Os ii 5d66s, 5d65f, 5d65g, 5d66s, 5d66p, 5d66d, 5d66f, 5d66g 3271 1, 033, 972 17.0
Sn ii 5s25p, 5s24f, 5s25d, 5s26s, 5s26p, 5s5p2, 5s5p6s, 5s5p6p 47 371 14.63

Notes.
a Electron configurations used in the auto structure calculations. Ground states (from NIST) are in bold.
b Ionization potential, taken from NIST.

Figure 2. Atomic structure model calculations of the excitation energy of the
lowest level of Nd ii electron configurations. The circles denote the results from
Autostructure obtained under various optimization approaches (described in
the text). The stars denote the experimental energies from NIST.
(A color version of this figure is available in the online journal.)

case the mean line opacity may be less sensitive to the exact
configuration ordering.

We considered a second strategy (opt2) whereby the above
optimization was first applied to only those orbitals included
in the ground configuration. These scaling parameters were
then fixed, and a second optimization was carried out varying
the parameters of all remaining orbitals. This method usually
produced the correct ground state configuration. The energies
of the excited levels were also close to but a bit higher than the
available NIST values, and overall not as good as those found
using the opt1 approach (Figure 2).

The model structure can be further refined by iteratively
adjusting the scaling parameters by hand. We attempted this
for Nd ii, guided by the trends found in the opt1 and opt2
calculations. An improved solution was found (opt3) which
reproduced the ground and first two excited level energies almost
exactly. Further iterations could presumably improve the result,
but this sort of manual alignment is time consuming, and more
of an art than science. We attempted this opt3 approach only for
Nd ii, which is the most important ion for our r-process light
curve calculations.

4. IRON GROUP OPACITIES

4.1. Comparison to Kurucz Line Data

The atomic properties of Z < 30 ions are reasonably well
known based on experiment and previous structure modeling.
In particular, R. Kurucz has generated extensive line lists,
including CD23 (∼500,000; Kurucz & Bell 1995a) and CD1
(∼42 million lines; Kurucz 1993). These lists (which are
dominated by iron group lines) have been derived from atomic
structure calculations using the Cowan code (Cowan 1981)
which have been iteratively tuned to reproduce the extensive
observed experimental level energies (Kurucz & Bell 1995b).
SN modelers have used the Kurucz data to successfully model
the optical light curves and spectra of observed (iron-rich) SNe
Ia (e.g., Kasen et al. 2009; Sim et al. 2010) which suggests
that, for the iron group, the Kurucz line data can be taken to be
reasonably accurate and complete.

To validate our ab initio Autostructure line data against
the observationally constrained data of Kurucz, we ran structure
models for the first four ionization stages of Fe, Co, and Ni, using
the electron configurations listed in Table 1. Unlike Kurucz,
we made no attempt (beyond our ab initio opt1 optimization
scheme) to tune the model, and our calculated level energies can
differ from the experimental values by factors of two or more.

6

Kasen+13	(Autostructure	code)MT+17

Not	very	accurate	for	transi4on	wavelengths



•GW170817	and	kilonova	
• Red	and	blue	components 

=>	Ye	~	0.25	or	X(Lan)	~	10-3-10-2	if	single	component	

• ~0.03	Msun	ejec6on	with	Lanthanide 
=>	Enough	to	explain	the	origin	of	r-process	elements	

•Open	ques4ons	
•Mechanism	of	high	mass	ejec6on	

• Abundance	pacerns	(solar	parcern?)	

•Future	prospects		
•More	events	with	different	masses,	mass	ra6os,	  

and	viewing	angles	

• Systema6c	construc6on	of	atomic	data

Summary


