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Observation of the universe's highest energetic 
particles and a next-generation observatory
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This is how scientists see the world.
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Cosmic Rays
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Energetic particles injected from the universe.

Discovered by V. F. Hess (1912)
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Grandson of Hess Memorial Stone

Proton(90%), Helium(8%) 
and heavier nuclei

E > 1019 eV, ultrahigh-energy 
cosmic rays (UHECR) 

Landing at Bad saarow, Germany on 
Aug. 7th, 1912

Anniversary on Aug. 7th 2012

What are Cosmic Rays?
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Cosmic Ray Anniversary on Aug. 7th 2012
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Physics goal of UHECR Astrophysics
The origin and nature of ultrahigh-energy 
cosmic rays (UHECRs) and particle 
interactions at the highest energies

How frequent?
What kind of particle? 
Where come from?
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Knee

Ankle

1 m-2 yr-1

1 km-2 yr-1

1 km-2 century-1  

E2.5 J(E)
How frequent?: Energy spectrum

Very infrequent, 
a large sensitive 
area needed

Larger energy 
than the largest 
accelerator 
(LHC)
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Galactic origin
Supernova remnants

Extragalactic origin?

low-energy break in IC 443 and 21s for that in
W44, when assuming a nested model with two
additional degrees of freedom.

To determine whether the spectral shape could
indeed be modeled with accelerated protons, we
fit the LAT spectral points with a p0-decay spec-
tral model, which was numerically calculated from
a parameterized energy distribution of relativistic
protons. Following previous studies (15, 16), the
parent proton spectrum as a function of momen-

tum p was parameterized by a smoothly broken
power law in the form of

dNp

dp
º p−s1 1þ p

pbr
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Best-fit parameters were searched using c2-
fitting to the flux points. Themeasured gamma-ray
spectra, in particular the low-energy parts, matched

the p0-decay model (Fig. 2). Parameters for the
underlying proton spectrum are s1 = 2.36 T
0.02, s2 = 3.1 T 0.1, and pbr = 239 T74GeV c−1 for
IC 443, and s1 = 2.36 T 0.05, s2 = 3.5 T 0.3, and
pbr = 22 GeV c−1 for W44 (statistical errors
only). In Fig. 3 we show the energy distribu-
tions of the high-energy protons derived from
the gamma-ray fits. The break pbr is at higher
energies and is unrelated to the low-energy pion-
decay bump seen in the gamma-ray spectrum.
If the interaction between a cosmic-ray precursor
(i.e., cosmic rays distributed in the shock upstream
on scales smaller than ~0.1R, where R is the SNR
radius) and adjacent molecular clouds were re-
sponsible for the bulk of the observed GeV gamma
rays, one would expect a much harder energy
spectrum at low energies (i.e., a smaller value for
the index s1), contrary to the Fermi observations.
Presumably, cosmic rays in the shock downstream
produce the observed gamma rays; the first index
s1 represents the shock acceleration index with
possible effects due to energy-dependent prop-
agation, and pbr may indicate the momentum
above which protons cannot be effectively con-
fined within the SNR shell. Note that pbr results in
the high-energy break in the gamma-ray spectra
at ~20 GeV and ~2 GeV for IC 443 and W44,
respectively.

The p0-decay gamma rays are likely emitted
through interactions between “crushed cloud” gas
and relativistic protons, both of which are highly
compressed by radiative shocks driven into mo-
lecular clouds that are overtaken by the blast
wave of the SNR (25). Filamentary structures of
synchrotron radiation seen in a high-resolution
radio continuum map of W44 (26) support this
picture. High-energy particles in the “crushed
cloud” can be explained by reacceleration of the
preexisting galactic cosmic rays (25) and/or fresh-
ly accelerated particles that have entered the
dense region (20). The mass of the shocked gas

Fig. 1. Gamma-ray count maps of the 20° × 20° fields around IC 443 (left) and W44 (right) in
the energy range 60 MeV to 2 GeV. Nearby gamma-ray sources are marked as crosses and squares.
Diamonds denote previously undetected sources. For sources indicated by crosses and diamonds,
the fluxes were left as free parameters in the analysis. Events were spatially binned in regions of
side length 0.1°, the color scale units represent the square root of count density, and the colors
have been clipped at 20 counts per pixel to make the galactic diffuse emission less prominent.
Given the spectra of the sources and the effective area of the LAT instrument, the bulk of the
photons seen in this plot have energies between 300 and 500 MeV. IC 443 is located in the
galactic anti-center region, where the background gamma-ray emission produced by the pool of
galactic cosmic rays interacting with interstellar gas is rather weak relative to the region around
W44. The two dominant sources in the IC 443 field are the Geminga pulsar (2FGL J0633.9+1746)
and the Crab (2FGL J0534.5+2201). For the W44 count map, W44 is the dominant source
(subdominant, however, to the galactic diffuse emission).
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Fig. 2. (A and B) Gamma-ray spectra of IC 443 (A) and W44 (B) as measured
with the Fermi LAT. Color-shaded areas bound by dashed lines denote the best-
fit broadband smooth broken power law (60 MeV to 2 GeV); gray-shaded bands
show systematic errors below 2 GeV due mainly to imperfect modeling of the
galactic diffuse emission. At the high-energy end, TeV spectral data points for IC
443 from MAGIC (29) and VERITAS (30) are shown. Solid lines denote the best-

fit pion-decay gamma-ray spectra, dashed lines denote the best-fit bremsstrah-
lung spectra, and dash-dotted lines denote the best-fit bremsstrahlung spectra
when including an ad hoc low-energy break at 300 MeV c−1 in the electron
spectrum. These fits were done to the Fermi LAT data alone (not taking the TeV
data points into account). Magenta stars denote measurements from the AGILE
satellite for these two SNRs, taken from (31) and (19), respectively.
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REPORTS

IC443

W44
γ : Lorentz factor of shock
Z : atomic number
B : magnetic field strength
R : size

Bottom-up model

Neutron stars, Active 
galactic nuclei, Gamma 
ray bursts, Radio 
galaxies, Galactic 
clusters

 Top-down model

Annihilation/decay of 
super heavy relic 
particles, Topological 
defect, magnetic 
monopole, Z-burst 
model

Acceleration Scenario toward 1020 eV
E2.5 J(E)
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Preliminary

TA ICRC 2015

Auger ICRC 2015

Greisen-Zatsepin-Kuzmin (GZK) Cutoff
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Cosmic'Ray�

Cosmic'microwave'
background'radia5on'(CMBR)'� Earth�

Cosmic'Ray�

Interaction between UHE protons with energies above 1019.75 eV and CMBR via a 
pion production. Heaver nuclei also interact with CMBR via photo-disintegration.

Mean free path :  50-100 Mpc (Nearby sources compared to the universe size)

Expect suppression of flux above 1019.7 eV. 

Planck 20131 pc = 3.26 l.y. ~ 3×1016 m



Theoretic models of ankle structure
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FIGURE 5. UHECR spectrum in a two component model
with protons and Iron nuclei, the injection power law index is
γg = 2.0 and the maximum energy is Emax = 4Z×1018 eV.

because the effect of galactic magnetic field will sub-
stantially deviate the nuclei trajectories at the highest en-
ergies [11]. For these reasons the model at hand, while
gives a good description of the Auger observations, was
named "disappointing" by the authors of [11].

CONCLUSIONS

In conclusion, we face at present the most serious dis-
agreement in the observational data of the two biggest
experiments in UHECR. HiRes observes signatures of
proton propagation through CMB in the form of the pair-
production dip and GZK cutoff. Moreover, these obser-
vations are well confirmed by the HiRes direct measure-
ment of a proton dominated mass composition. The study
of UHECR propagation enables us to accommodate
HiRes observations in a pure proton model, with sources
characterized by a steep injection spectrum γg= 2.5÷2.8
and an high maximum energy Ep

max = (1÷ 3)× 1020 eV.
On the other hand, Auger clearly observes an high-

energy steepening of the spectrum, but its position and
shape are rather different from the prediction of the GZK
cutoff. Moreover, the behavior of the spectrum observed
by Auger in the energy range 1 × 1018 ÷ 4 × 1019 eV
doesn’t confirm the pair-production dip typical of pro-
tons, signaling a substantial nuclei contamination in the
flux observations. Coherently with this, the mass com-
position directly observed by Auger at E ≥ 4× 1018 eV
shows a dominance of nuclei that becomes progressively
heavier increasing the energy and reaches a pure Iron
composition at E ≃ 1019 eV.

From our analysis follows that the Auger data favor a
multi-component spectrum at the sources with a conser-
vative explanation in terms of flat injection γg = 2.0÷2.3
and a relatively low maximum energy for protons Ep

max≃
(3÷ 5)× 1018 eV, that corresponds to a maximum en-
ergy for Iron nuclei of the order of EFemax ≃ (1÷2)×1020

eV. This scenario emerging from Auger observations, if
confirmed, will be quite disappointing because the dom-
inance of nuclei at the highest energies will seriously
harm any experimental study of correlation with sources
as well as any detection of UHE neutrinos or gamma-rays
produced by UHECR propagation.

Let us conclude by stating that the experimental ob-
servation of the UHECR chemical composition at the
highest energies has a paramount importance in choos-
ing among the two alternative scenarios depicted in this
paper and establishing the future directions of this field
of research. Unfortunately the available observations at
the highest energies are still affected by poor statistics
and renewed experimental efforts are needed in order to
unveil the nature of UHECR.
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Fig. 2. Same as Fig. 1, for model B (pure proton EGCR sources). The injection spec-
tral index is x = 2.6 for the HiRes data (left) and x = 2.7 for the Akeno/AGASA data
(right). Two different propagated spectra and the corresponding inferred GCR component
are shown, for an injection spectrum either with or without a low energy cut (see text).

In each case, we show the resulting Galactic component necessary to account for
the observed fluxes in the transition region. In the first case (no break), the EGCR
component appears to dominate down to 3 1017 eV if one refers to the HiRes data
(Fig. 2a), or even down to below 1017 eV if one refers to the AGASA data (Fig. 2b).
Since the EGCR component is made of protons only in this model, the case of no
cut clearly implies a large fraction of protons at 1017 eV, larger than 20% for HiRes,
or even 50% for AGASA, which seems to be disfavoured by the recent results of
the Kascade experiment [1]. In the second case, when a low-energy cut is imposed
on the EGCR injection spectrum, it is clearly possible to reduce the extragalactic
contribution to the total CR flux at 1017 eV. This reduction comes at the expense of
a sharper GCR/EGCR transition, as shown in Fig. 2.

In both cases of model B and for any choice of data sets, the pair-production dip
interpretation of the ankle implies that the GCR component has essentially died
by 1018 eV, in contrast with the case of model A. The resulting composition struc-
ture at and below the ankle will thus be very different. The aim of this paper is
to make definite predictions concerning the composition observables in this region
and show how present and future data can be used to discriminate between model
A and model B. Note that if a low-energy cut is applied to model B, the transition
must occur over an even shorter range of energy, namely less than half an order
of magnitude, which implies a very sharp change of the observed CR composi-
tion, and thus a very large elongation rate. (The elongation rate, E , is defined as
the derivative of Xmax, the shower maximum, with respect to the logarithm of the
energy, E = dXmax/d log EeV.)

Finally, as mentioned above, sufficiently large extragalactic magnetic fields could
lead to an additional suppression of the low-energy EGCRs [10,11,32]. However,
this suppression would only make the transition sharper and it would mimic a low-
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Dip model

D. Allard et al., Astropart.Phys. 27 (2007) 61-75,

Ankle model

Suppression = acceleration limit

Ankle structure = transition of origins

Not “dip”

Suppression = GZK cutoff

Observed “ankle” = pair creation “dip”

Transition takes place well before the 
“ankle”.

Proton only

Proton Iron

Mass composition measurement needed.
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Markus Ackermann  |  09/13/2013  |  Page  

High-energy astrophysics

> Three messengers are available to study the non-thermal universe.

2

Photons

Neutrinos

Charged particles:
p, Z, e±

Image credit : M. Ackermann @ TAUP2013  
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Extra-galactic?

AGNs? GRBs?
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GZK HORIZON

Interaction with CMB  → Sources  within ~ 100 Mpc
Expect flux suppression and anisotropy of light component 
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UHECR Astronomy
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How to detect very infrequent 
UHECRs?

= Extensive air shower (EAS)

Image credit: ASPERA/Novapix/L.Bret



How to observe extensive air shower (EAS)

Xmax

16

Longitudinal Development

Lateral Density Distribution
CORSIKA software https://web.ikp.kit.edu/corsika/movies

Surface detector 
array (SD)

Fluorescence 
detector (FD)

https://web.ikp.kit.edu/corsika/movies
https://web.ikp.kit.edu/corsika/movies
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Fluorescence detector (FD)
Detecting fluorescence photons emitted from 
atmospheric molecule excited by EAS.

Measuring longitudinal development of EAS 
including Xmax = sensitive to mass composition

Only moonless clear night, duty cycle, 10~15%

less dependence on hadronic interaction model.

Many calibration factors: atmosphere, mirror 
reflectance, filter transparency, PMT gain.

18



History of fluorescence technique
In 1958, proposal of fluorescence technique 
(Suga, Oda＠Norikura symposium)

Many photomultiplier tubes on the focal 
plane of Fresnel lens/mirror to observe 
fluorescence light.

Observe longitudinal profile including Xmax 
to be sensitive to the mass composition of 
cosmic ray.

In 1969, first detection of 
fluorescence light by TOKYO-1 
(Tanahashi et al. @Doudaira 
Observatory, Japan)

19
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First detection of EAS using fluorescence technique
Long signal duration for 
event 12.

The event is consistent with 
the fluorescence-dominated 
shower with 5×1018 eV, 680 
g/cm2  (B. Dawson, arXiv:
1112.5686).

In the upgrade detector of 
TOKYO-3, the 4 m2  lens 
was unfortunately UV 
protected one.

Fly’s Eye experiment, 
Telescope Array experiment 
and Pierre Auger 
Observatory established the 
fluorescence technique and 
reported physics results. 20
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emitted along the beam axis, and the calibration procedure
of relative spectrograph sensitivity (cf. Section 3.4) derived
calibration factors from measurements with the calibration
lamp placed in different positions along the beam axis. If
calibration factors obtained only from a measurement with
the calibration lamp placed at the optics center are used,
the relative fluorescence band intensities changed by at
most 3%. Half of this shift was conservatively taken as
an estimate of the associated systematic uncertainty.

Several checks were performed. The linearity of the fluo-
rescence emission with beam currents from 0.2 to 14 lA
was verified. Possible systematic effects due to the beam
position were investigated. The fluorescence spectrum was
measured with the beam moved ±1 cm in the directions
transverse to the nominal beam axis. No difference beyond

the statistical uncertainty in the relative intensities of the
fluorescence bands was found. Several models for back-
ground evaluation were tested, which always resulted in
changes of the relative band intensities within the quoted
uncertainties. A measurement of the fluorescence spectrum
in pure nitrogen gas was performed, which showed that all
the observed bands in the air fluorescence spectrum are
associated with nitrogen excitation.

In order to assess the relevance of argon on air fluores-
cence, the fluorescence spectrum emitted by a 79% N2–21%
O2 gas mixture was measured at the same pressure and
temperature conditions as the mixture with argon. Fig. 5
shows the correlation of the relative intensities of the 34
fluorescence bands measured with the 79% N2–21% O2

and the 78% N2–21% O2–1% Ar mixture. A linear fit
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Fig. 4. Measured fluorescence spectrum in dry air at 800 hPa and 293 K.

Table 1
Measured fluorescence band intensities in dry air at 800 hPa pressure and 293 K temperature

k (nm) k interval (nm) Ik (%) k (nm) k interval (nm) Ik (%)

296.2 292.5–297.0 5.16 ± 0.29 366.1 363.2–366.4 1.13 ± 0.08
297.7 297.0–299.6 2.77 ± 0.13 367.2 366.4–367.5 0.54 ± 0.04
302.0 301.5–303.3 0.41 ± 0.06 371.1 367.6–371.7 4.97 ± 0.22
308.0 306.8–309.3 1.44 ± 0.10 375.6 371.7–376.3 17.87 ± 0.63
311.7 309.3–312.3 7.24 ± 0.27 380.5 376.3–381.4 27.2 ± 1.0
313.6 312.3–314.1 11.05 ± 0.41 385.8 383.0–386.0 0.50 ± 0.08
315.9 314.1–316.7 39.3 ± 1.4 387.7 386.0–388.0 1.17 ± 0.06
317.6 317.0–318.4 0.46 ± 0.06 388.5 388.0–388.7 0.83 ± 0.04
326.8 325.6–327.1 0.80 ± 0.08 391.4 388.7–392.1 28.0 ± 1.0
328.5 327.1–329.0 3.80 ± 0.14 394.3 392.1–394.9 3.36 ± 0.15
330.9 329.0–331.3 2.15 ± 0.12 399.8 394.9–400.5 8.38 ± 0.29
333.9 331.3–334.3 4.02 ± 0.18 405.0 400.5–406.6 8.07 ± 0.29
337.1 334.3–338.4 100.00 414.1 412.5–414.4 0.49 ± 0.07
346.3 344.2–347.2 1.74 ± 0.11 420.0 416.6–420.6 1.75 ± 0.10
350.0 347.2–350.6 2.79 ± 0.11 423.6 420.7–424.0 1.04 ± 0.11
353.7 350.6–354.4 21.35 ± 0.76 427.0 424.0–427.4 7.08 ± 0.28
357.7 354.4–359.9 67.4 ± 2.4 427.8 427.4–428.6 4.94 ± 0.19

The intensity of the 337 nm band was used for normalization. The wavelength intervals used for the signal integration are also reported.

M. Ave et al. / Astroparticle Physics 28 (2007) 41–57 47

3

Figure 2: Timing fits for the event. We have assumed a vertical shower-detector plane and timing
uncertainty of 0.05µs for each point. The top left figure shows the best fit for t

0

, Rp and �
0

. The
remaining plots show results when �

0

is fixed as indicated, and a fit is done for t
0

and Rp. The short
track length of the event precludes a unique reconstruction of the shower axis.

5

Figure 3: Light flux at the telescope for a 5 ⇥ 1018eV, X
max

= 680 g/cm2 shower for various axis
geometries allowed by the timing fit. The x-axis represents the zenith angle of the light spot, given
the assumption of a vertical SDP. Blue lines indicate total light flux, and red lines show the contribution
from direct Cherenkov light. The shape and intensity of the light profile is a strong function of the
event geometry. The flatter light profiles in the first four panels are a better match to the observed
light profile.

Candidates observed by TOKYO-1 (1969)

Re-analysis by B. Dawson et al. (2011)

Fluorescence 
dominated

Airfly (2007)



Surface detector array (SD)
Observing EAS particles on the ground by SD 
array

Measuring lateral density distributions

24 hour, 365 days operation, Duty cycle 
~100%

A large systematic uncertainty due to hadron 
interaction models.

21



Telescope Array Experiment 
(TA)

Utah, USA

700 km2 (→ 3,000 km2)

~7 events/year (→ 30)

UHECR observatories

Pierre Auger 
Observatory (Auger)

Malargue, Argentina

3,000 km2

~30 events/year
22

Google Earth
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Largest cosmic ray detector in the Northern hemisphere 
~ 700 km2 at Utah, USA
Fluorescence detector + Surface detector array

PMT

16×16
PMTs

Fluorescence Detector at BRM and LR stations
Spherical segment mirror (6.8 m2) + 256 Photomultiplier 
tube(PMTs)/camera, 12 newly designed telescopes

Surface Detector Array
507 Scintillator, 1.2 km spacing

Fluorescence detector  
at MD station
Refurbished 
from HiRes experiment,
Spherical mirror 5.2 m2,
256 PMTs/camera,
14 telescopes

Telescope Array Experiment (TA)



Delta, Utah, USA
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Pierre Auger Observatory (Auger)
The world’s largest UHECR observatory 3000 km2

(2004 - ) completed in 2008

Surface Detector (SD)
Water Cherenkov Tank
1.5 km spacing, 1600 
stations

The Pierre Auger Observatory 13

(a) (b)

Figure 3.2: (a) Schematic depiction of a surface detector station [28]; (b) a surface
detector station deployed in the field.

tubes (PMTs) are optically coupled to the water and symmetrically positioned on
top of the tank with a distance of 1.2m between each other. Each detector is de-
vised to work completely stand-alone, thus, every tank is equipped with a battery
box and a solar power system providing the 10W average power required for the
tank electronics [29]. A GPS (Global Positioning System) unit is installed at each
tank as a basis for time synchronization between the detector and the Central Data
Acquisition System (CDAS) as well as for providing precise information about the
tank’s position. The communication between the detector and the CDAS is achieved
wirelessly via one of the four communication beacons located near the FD sites at
the perimeter of the array.

To detect charged particles from extensive air showers, the Cherenkov e↵ect is ex-
ploited [30]. When the velocity of a charged particle traversing a medium is greater
than the speed of light in this medium, Cherenkov light is emitted by this particle in
a cone along its trajectory. The Cherenkov light produced in the tank by secondary
particles from extensive air showers, mostly muons and electrons, is detected by the
PMTs mounted on top of the tank and converted into a current pulse. To increase
the amount of Cherenkov light collected, a reflective layer of high-density polyethy-
lene fabric covers the inside of the tank. The signals from the PMTs are read out
and digitized by Flash Analog-to-Digital Converters (FADCs) at a rate of 40 million
samples per second. The PMT signal traces recorded by the FADCs are stored for
10 s so they can be sent to the CDAS on demand [29].

Since the detector stations are designed to work completely independent of each
other, they are able to calibrate themselves using muon signals [29]. To perform the
calibration, the measured spectrum is compared to the known energy distribution of

4 

Pierre Auger Observatory 

Xth Rencontres du Vietnam, Quy Nhon August 2014 

Fluorescence Detector (FD)
3.4 m spherical mirror, 440 PMT, 30° × 30° FOV
light guide + collector ring, 4 × 6 telescope

The Pierre Auger Observatory 

1665 surface detectors: 
water-Cherenkov tanks 
(grid of 1.5 km, 3000 km2)

4 fluorescence detectors 
(24 telescopes in total)

LIDARs and laser facilities

High elevation 
telescopes

20

 Infill array of 750 m,
 Radio antenna array 

Southern hemisphere:
Province Mendoza, Argentina
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4 fluorescence detectors 
(24 telescopes in total)

LIDARs and laser facilities

High elevation 
telescopes
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Southern hemisphere:
Province Mendoza, Argentina
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Malargüe, Mendoza, 
Argentina 
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Goat



Annual parade and AugerPrime 2015 ceremony
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Yoshida-san

Yoshida-san
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Scale of UHECR Observatory
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Scale of UHECR Observatory
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Scale of UHECR Observatory
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Reconstructing the air shower 

Xth Rencontres du Vietnam, Quy Nhon August 2014 

An observed event

31

Los Leones

Coihueco

Loma Amarilla

Los Morados
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Reconstructing the air shower 

Xth Rencontres du Vietnam, Quy Nhon August 2014 
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Reconstructing the air shower 

Xth Rencontres du Vietnam, Quy Nhon August 2014 

FD

SD

FD/ESDE
0.5 1 1.5 20

0.05

0.1

0.15

0.2
data

proton

iron

29
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SD vertical energy calibration with FD 

Xth Rencontres du Vietnam, Quy Nhon August 2014 

Hybrid observation (FD+SD)

Calibrated by EFD
ESD/EFD



Intermediate summary 
Ultrahigh-energy cosmic rays (UHECRs) are most energetic particles in the universe. 

This energy is much larger than human-made accelerator in ground. But very infrequent 
as 1 particle km-2 century-1. Very large coverage required to detect UHECRs.

GZK cutoff is expected above cosmic rays with energy of 1019.7 eV. 

Small deflection of UHECR will provide us a next-generation astronomy.

Three important measurements: energy spectrum, mass composition, arrival direction

Measurements of extensive air shower induced by UHECR with the hybrid detector (SD 
and FD).

The largest cosmic-ray observatories in operation: Telescope Array experiment (700 km2, 
USA) Pierre Auger Observatory (3000 km2, Argentina)
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33Photography : Steven Saffi, Production assistant : Max Malacari http://vimeo.com/88029390

Quick question?

http://vimeo.com/88029390
http://vimeo.com/88029390


Recent Results in ICRC2017
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TA/Auger exposure comparison

35

UHE ExposureUHE Exposure
Auger Anisotropy ICRC17: 9.0⇥104 km2 sr yr

Auger Spectrum ICRC17: 6.7⇥104 km2 sr yr

TA Spectrum ICRC17:
0.8⇥104 km2 sr yr

AGASA

[5 of 30]M. Unger in ICRC 2017

TA and Auger Surface Detectors

Pierre Auger: 3000 km2 Telescope Array:700 km2

(not drawn to scale) 3

TA and Auger Surface Detectors

Pierre Auger: 3000 km2 Telescope Array:700 km2

(not drawn to scale) 3



Auger energy spectrum

36

Energy SpectrumEnergy Spectrum
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F. Fenu, M. Unger in ICRC 2017

Combined Energy SpectrumCombined Energy Spectrum
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[9 of 30]

Update atmospheric analysis and geometry, +1% ~ +4%



TA energy spectrum

37

“Full-Range” TA Spectrum
T. AbuZayyad, CRI126

TA ICRC2017 Preliminary

13

Power-Law Fit

logEank = 18.69 ± 0.02

logEsup = 19.81 ± 0.04

E 3.27±0.03 E 2.69±0.02

E 4.63±0.49

Nexp (no suppression): 79.8 
Nobs: 26 
Prob.: 2.2x10-12, 6.92 σ

11

T. AbuZayyad, Y. Tsunesada in ICRC 2017



Spectrum discrepancy at highest energies

38D. Ivanov in ICRC 2017

Entire Sky Spectra

10

Common Declination Band

Better agreement between TA and Auger 
in the common declination band

11

Common declination bandEntire skies of Auger and TA

Rescaled to fit the ankle spectrum.

Spectrum discrepancy at the highest energies.

Good agreement if we select events in the common declination band, 

Northern/southern hemisphere difference or detector systematics.

Auger-TA Common Declination 
Band Spectrum Analysis

• Restrict δ to [-15o ,24.8o] range

• Excludes TA hot spot

• Inependence of exposure on 
declination (aka “1/ω method”):

𝐽ଵ/ன 𝐸 = 1
ΔΩΔ𝐸෍௜ୀଵ

ே 1
ω(δ௜)

(UHECR 2016 proceedings)

9



Declination Dependence in TA

• 3.9σ effect in TA using broken power law fit

• Auger sees no significant declination dependence

13

Declination dependence?

39D. Ivanov in ICRC 2017

No declination dependence in Auger.

3.9σ difference of the fitted broken energies in TA.
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Detector exchange to understand the discrepancy

40

Comparison between the Surface Detectors of the Pierre Auger Observatory and the Telescope Array
R. Takeishi

Figure 1: The two Auger SD stations deployed at the TA Central Laser Facility.

PMTs through optical windows. The signals are processed using front-end electronics having six
10-bit Fast Analog to Digital Converters (FADCs) running at 40 MHz. A dynamic range of 15 bits
is realized using signals derived from the anode and from the last dynode (×32). The digitized
signals are sent to a programmable logic device board used to make various triggering decisions.

The Auger North SD station is a one PMT water Cherenkov surface detector used in the Pierre
Auger Research and Development Array in Colorado, USA [11]. It is a cost-effective version of
the Auger South SD station, with the same footprint, height and water volume. The Auger North
and South SD stations deployed at the TA CLF are shown in figure 1. The design of the electronics
for the Auger North surface detector is based on the one used at the Auger South SD. In this case
however, the digitization is performed with commercial 10-bit ADCs with 100 MHz sampling rate.
The dynamic range is extended to 22 bits, using signals derived from the anode (×0.1, ×1 and
×30) and from a deep (5th out of 8) dynode.

The TA SD station is composed of two layers of plastic scintillator with two PMTs, one for
each layer [12]. It has an area of 3 m2 and each layer has 1.2 cm thickness. The scintillators and
PMTs are contained in a stainless steel box which is mounted under a 1.2 mm thick iron roof to
protect the detector from large temperature variations. Photons that are generated in the scintillator
are collected by wavelength shifting fibers and read out by PMTs. The signals from PMTs are
digitized by a commercial 12-bit FADC with a 50 MHz sampling rate on the CPU board.

3. Analysis and Results

In order to start collecting data immediately after its deployment, the Auger North SD station
was configured to record data locally. This was done by installing a large capacity (512GB) flash
drive directly onto the local station controller. The second level trigger (T2) data, obtained from
the standard Auger calibration procedure [1], were obtained and written on the drive at a rate of
about 20 Hz. Only a very small fraction of those events arises from UHECR showers. A smaller
dataset of atmospheric muons from the T1 trigger (100 Hz) was also collected to derive the Vertical
Equivalent Muon (VEM) calibration from the single muon energy loss spectrum. In this analysis,
the data from two observation periods are used; the first is Oct. 21, 2014 - Nov. 17, 2014 and
the second is Nov. 19, 2014 - Dec. 7, 2014. The flash drive was swapped between the two
periods. The exchange requires a shutdown of the station to open the tank and access the local
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4.2. THE SCINTILLATOR DETECTOR 69

Figure 4.12: 3D view of the SSD module with the support bars. The bars are connected to the tank
using lifting lugs present in the tank structure.

4.2.7 Calibration and control system

The SSD calibration is based on the signal of a minimum ionizing particle going through the
detector, a MIP. Since this is a thin detector, the MIP will not necessarily be well separated
from the low energy background but, being installed on top of the WCD, a cross trigger
can be used to remove all of the background. About 40% of the calibration triggers of the
WCD produce a MIP in the SSD. The statistics of calibration events recorded in a minute, the
normal WCD calibration period, are therefore enough to obtain a precise measurement of the
MIP. Figure 4.13 shows the MIP calibration histogram from a 2 m2 test module, obtained in
one minute of acquisition. The MIP is clearly defined, and will allow an absolute calibration
of the SSD to better than 5%.

The performance requirements for the SSD come mainly from calibration requirements:
in shower measurement mode, the dominant measurement errors are due to Poisson fluc-
tuations of the number of particles detected, and the overall calibration constant determi-
nation. Detector non-uniformity contributes a small error when compared to the Poisson
error, as long as non-uniformities are below 20%. While the FWHM of the WCD calibration
histogram will be clearly smaller than that of the SSD (the calibration unit for the WCD, the
VEM, is at about 100 pe), the fact that the SSD can be cross-triggered by the WCD means
that the MIP is clearly visible against very little background. The width of the MIP distri-
bution is mostly determined by Poisson statistics of the number of photoelectrons per MIP,
the non-uniformity of the detector, and the intrinsic fluctuation of the response to a single
particle, mainly due to different track lengths in the scintillator. The latter factor was deter-
mined from simulations to be around 18%. The baseline design chosen for the SSD produces
12 photoelectrons per MIP [146], which would degrade to 8 photoelectrons after 10 years of
operation due to aging. This amounts to a 35% contribution to the MIP distribution width.

60 CHAPTER 4. THE SURFACE DETECTOR

Figure 4.1: 3D view of a water-Cherenkov detector with a scintillator unit on top.

The scintillator units have to be precisely calibrated with a technique similar to the cal-
ibration procedure of the WCD (cf. section 4.2.7). The size of the detector and its intrinsic
measurement accuracy should not be the dominant limitations for the measurement. The
dynamic range of the units has to be adequate to guarantee the physics goals of the pro-
posed upgrade.

The detector will be assembled and tested in parallel in multiple assembly facilities to
reduce the production time and, therefore, has to be easily transportable. The mechanical
robustness of the scintillator units must be ensured. The units will be shipped after assem-
bly, and validated at the Malargüe facilities of the Pierre Auger Observatory before being
transported to their final destination on top of a WCD in the Pampa. They will then have
to operate for 10 years in a hostile environment, with strong winds and daily temperature
variations of up to 30�C.

4.2.2 Detector design

The baseline design relies only on existing technology for which performance measurements
have been made. The Surface Scintillator Detectors (SSD) basic unit consists of two modules
of ⇡ 2 m2 extruded plastic scintillator which are read out by wavelength-shifting (WLS)
fibers coupled to a single photo-detector. Extruded scintillator bars read by wavelength-
shifting fibers have already been employed in the MINOS detector [143]. The active part of
each module is a scintillator plane made by 12 bars 1.6 m long of extruded polystyrene scin-
tillator. Each bar is 1 cm thick and 10 cm wide. The scintillator chosen for the baseline design
is produced by the extrusion line of the Fermi National Accelerator Laboratory (FNAL) [144].

The bars are co-extruded with a TiO2 outer layer for reflectivity and have four holes in
which the wavelength-shifting fibers can be inserted. The fibers are positioned following the
grooves of the routers at both ends, in a “U” configuration that maximizes light yield and
allows the use of a single photomultiplier (at the cost of a widening of the time response
of the detector by 5 ns, which has a totally negligible impact). The fibers are therefore read

Read-out of scintillators 
with WLS fibers

Simple and robust 
construction of 
detector module 
and mounting frame, 
double roof for 
thermal insulation

Both WCD and SSD to be 
connected to new 120 MHz 
electronics

AugerPrime
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max
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After LHC :

Sibyll shifted by ~+20 g/cm2

for other models about the same <X
max

> value at 1018 eV but

slope increased for QGSJETII
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very similar elongation rate (slope) for all models

70gr/cm2 
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Very similar elongation rate (slope) for all 
post-LHC models, ~ 50 g/cm2/decade

minimum given by QGSJetII-04 

maximum given by Sibyll 2.3c

Elongation rates indicate a transition 
of the mass composition.
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We study the evolution of the mean values of Δs as a function of energy 
and we include a comparison with those from the models
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We calibrate the Δs using Reconstructed Hybrid Events measured 
simultaneously with the fluorescence and the surface detectors

Calibration with Hybrid Events
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No GZK γ and ν at highest energies
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Figure 2: Integral upper limit (at 90% C.L.) for a diffuse neutrino flux of UHE dN/dEn = kE�2 given as
a normalization, k, (straight red line), and differential upper limit (see text). Limits are quoted for a single
flavor assuming equal flavor ratios. Similar limits from ANITAII [8] and IceCube [9] are displayed along
with prediction for several neutrino models (cosmogenic [10, 11, 12], astrophysical [13].)

3.2 Limits to point-like sources of UHE neutrinos

The Earth-skimming channel is very effective at converting the tau neutrinos into exiting tau
leptons when the arrival direction is very close to the horizontal. It can be shown that over 90%
(⇠ 100%) of the ES exposure is obtained for zenith angles between 90� and 92.5� (95�). As a result
the sky coverage provided by these interactions reaches declinations between �54.5� and 59.5�.
The DG selections enhance the visible declination band towards the south all the way to �84.5�

covering a large fraction of the sky. The exposure as a function of zenith can be converted to an
average exposure for a given declination integrating in right ascension. It displays strong peaks for
the ES selection close to two extreme declinations apparent in the obtained bounds.

The non-observation of neutrino candidates is cast into a bound on point sources which is
calculated as a function of declination, d , also assuming a flavor ratio of 1:1:1. The results are
displayed in Fig. 3, for the first time combining the three searches and for data that have an increase
of about seven years of full exposure over previous results [15].

3.3 Targeted searches for correlations with the GW events

The reported detection of gravitational wave events produced by bynary Black Hole (BH)
mergers by the Advanced Ligo Collaboration has triggered a targeted search for coincidence events
that would complement these observations. BH mergers could accelerate cosmic rays to the high-

4

[16 of 30]

Top-down models are ruled out.

Auger limits become sensitive to GZK-ν and γ

M. Unger in ICRC 2017



In tension of the dip model by IceCube limit
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Best fit spectra 

>  Low statistics cannot distinguish  
source- or GZK effect 

>  Fit driven by ankle region 

!  Favours hard spectra.... 

!  …and strong source evolution  

>  Overshoot: below fit range 

!  Minimal escape energy? 

!  Magnetic field diffusion? 

!  Or further constraint on Dip model? 
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Cosmogenic Neutrinos 

>  Ranges: min/max over 
allowed parameter space 

>  Exceeds recent  
IceCube sensitivity 
����(����#  ��#%�'�#"����*&����)����''�������������  

!  Mainly due to high source evol. 

>  Minimal number  
of expected events: 5.4 

!  Background: 1-2 events 

!  Challenged at more than 95% C.L. 

!  … already in stress with TA data 

Dip model excluded for 
reasonable source evolution! 

JH, Boncioli, Bustamante, Winter  
ApJ 825:122 (2016)     
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Testing hadron interaction model
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The values obtained with Δs follow the same trend as the results 
measured with the FD. But they are clearly shifted
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No perfect models at the highest energies...

• The fluctuations do not depend on the hadronic model.
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The muon content of hybrid events recorded at the Pierre Auger Observatory
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Abstract: The hybrid events of the Pierre Auger Observatory are used to test the leading, LHC-tuned, hadronic
interaction models. For each of 411 well-reconstructed hybrid events collected at the Auger Observatory with
energy 1018.8 � 1019.2 eV, simulated events with a matching longitudinal profile have been produced using
QGSJET-II-04 and EPOS-LHC, for proton, He, N, and Fe primaries. The ground signals of simulated events
have a factor 1.3-1.6 deficit of hadronically-produced muons relative to observed showers, depending on which
high energy event generator is used, and whether the composition mix is chosen to reproduce the observed Xmax
distribution or a pure proton composition is assumed. The analysis allows for a possible overall rescaling of the
energy, which is found to lie within the systematic uncertainties.

Keywords: Pierre Auger Observatory, ultra-high energy cosmic rays, muons, hadronic interactions

1 Introduction
The ground-level muonic component of ultra-high energy
(UHE) air showers is sensitive to hadronic particle interac-
tions at all stages in the air shower cascade, and to many
properties of hadronic interactions such as the multiplicity,
elasticity, fraction of secondary pions which are neutral, and
the baryon-to-pion ratio [1]. Air shower simulations rely
upon hadronic event generators (HEGs), such as QGSJET-
II [2], EPOS [3], and SIBYLL [4]. The HEGs are tuned on
accelerator experiments, but when applied to air showers
they must be extrapolated to energies inaccessible to accel-
erators and to phase-space regions not well-covered by ex-
isting accelerator experiments. These extrapolations result
in a large spread in the predictions of the various HEGs for
the muon production in air showers [5].

The hybrid nature of the Pierre Auger Observatory, com-
bining both fluorescence telescopes (FD) [6] and surface de-
tector array (SD) [7], provides an ideal experimental setup
for testing and constraining models of high-energy hadronic
interactions. Thousands of air showers have been collected
which have a reconstructed energy estimator in both the
SD and FD. The measurement of the longitudinal profile
(LP) constrains the shower development and thus the signal
predicted for the SD, at the individual event level.

2 Production of Simulated Events
In the present study, we compare the observed ground signal
of individual hybrid events to the ground signal of simulated
showers with matching LPs.

The data we use for this study are the 411 hybrid events
with 1018.8 < E < 1019.2 eV recorded between 1 January
2004 and 31 December 2012 and satisfying the event quality
selection cuts in [8, 9]. This energy range is sufficient
to have adequate statistics while being small enough that
the primary cosmic ray mass composition does not evolve
significantly. For each event in this data set we generate
Monte Carlo (MC) simulated events with a matching LP, as
follows:
• Generate a set of showers with the same geometry and
energy, until 12 of them have an Xmax value within one
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Figure 1: Top: The measured longitudinal profile of a
typical air shower with two of its matching simulated
air showers, for a proton and an iron primary, simulated
using QGSJET-II-04. Bottom: The observed and simulated
ground signals for the same event.

sigma of the real event.
• Among those 12 generated showers select, based on the
c2-fit, the 3 which best reproduce the observed longitudinal
profile (LP).
• For each of those 3 showers do a full detector simulation
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Abstract: The hybrid events of the Pierre Auger Observatory are used to test the leading, LHC-tuned, hadronic
interaction models. For each of 411 well-reconstructed hybrid events collected at the Auger Observatory with
energy 1018.8 � 1019.2 eV, simulated events with a matching longitudinal profile have been produced using
QGSJET-II-04 and EPOS-LHC, for proton, He, N, and Fe primaries. The ground signals of simulated events
have a factor 1.3-1.6 deficit of hadronically-produced muons relative to observed showers, depending on which
high energy event generator is used, and whether the composition mix is chosen to reproduce the observed Xmax
distribution or a pure proton composition is assumed. The analysis allows for a possible overall rescaling of the
energy, which is found to lie within the systematic uncertainties.

Keywords: Pierre Auger Observatory, ultra-high energy cosmic rays, muons, hadronic interactions

1 Introduction
The ground-level muonic component of ultra-high energy
(UHE) air showers is sensitive to hadronic particle interac-
tions at all stages in the air shower cascade, and to many
properties of hadronic interactions such as the multiplicity,
elasticity, fraction of secondary pions which are neutral, and
the baryon-to-pion ratio [1]. Air shower simulations rely
upon hadronic event generators (HEGs), such as QGSJET-
II [2], EPOS [3], and SIBYLL [4]. The HEGs are tuned on
accelerator experiments, but when applied to air showers
they must be extrapolated to energies inaccessible to accel-
erators and to phase-space regions not well-covered by ex-
isting accelerator experiments. These extrapolations result
in a large spread in the predictions of the various HEGs for
the muon production in air showers [5].

The hybrid nature of the Pierre Auger Observatory, com-
bining both fluorescence telescopes (FD) [6] and surface de-
tector array (SD) [7], provides an ideal experimental setup
for testing and constraining models of high-energy hadronic
interactions. Thousands of air showers have been collected
which have a reconstructed energy estimator in both the
SD and FD. The measurement of the longitudinal profile
(LP) constrains the shower development and thus the signal
predicted for the SD, at the individual event level.

2 Production of Simulated Events
In the present study, we compare the observed ground signal
of individual hybrid events to the ground signal of simulated
showers with matching LPs.

The data we use for this study are the 411 hybrid events
with 1018.8 < E < 1019.2 eV recorded between 1 January
2004 and 31 December 2012 and satisfying the event quality
selection cuts in [8, 9]. This energy range is sufficient
to have adequate statistics while being small enough that
the primary cosmic ray mass composition does not evolve
significantly. For each event in this data set we generate
Monte Carlo (MC) simulated events with a matching LP, as
follows:
• Generate a set of showers with the same geometry and
energy, until 12 of them have an Xmax value within one
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Figure 1: Top: The measured longitudinal profile of a
typical air shower with two of its matching simulated
air showers, for a proton and an iron primary, simulated
using QGSJET-II-04. Bottom: The observed and simulated
ground signals for the same event.

sigma of the real event.
• Among those 12 generated showers select, based on the
c2-fit, the 3 which best reproduce the observed longitudinal
profile (LP).
• For each of those 3 showers do a full detector simulation
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Results comparison: TA SD (MVA) vs TA hybrid
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Ursa Major Cluster 
(D=20Mpc) 

Virgo Cluster 
(D=20Mpc) 

Dots : 2MASS catalog Heliocentric velocity <3000 km/s (D<~45MpC)  

Nearby Galaxy Clusters 
Perseus-Pisces  
      Supercluster  
         (D=70Mpc) 
 

13 

TA hotspot is found near the Ursa Major Cluster 
TA & PAO found no excess in the direction of Virgo. 

Huchra, et al, ApJ, (2012) 

Centaurus  
Supercluster (D=60Mpc) 

    Eridanus  
  Cluster  
(D=30Mpc) 

    Fornax Cluster 
 (D=20Mpc) 

Anisotropy: hot/warm spots

52K. Kawata in ICRC 2015 Lack of UHECRs from Virgo cluster.

All Sky Survey with TA&PAO 

12 

       Northern TA :   7 years 109 events (>57EeV) 
Southern Auger : 10 years 157 events (>57EeV) 

Oversampling with 20°-radius circle 

Southern hotspot is seen at Cen A(Pre-trial ~3.6σ) 

No correction for 
E scale difference 
b/w TA and PAO !! 



TA hotspot update
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With%original%20°%oversampling,%spot%looks%
larger….%Thus,%scan%over%15°,%20°,%25°,%30°,%
&%35°%

With%%25°%oversampling,%significance%
maximum%3σ"

J. Matthews in ICRC 2017



2 doublets above 100 EeV

54

Doublet  
('T=1.31o) 

Triplet? or 
Doublet 

('T=1.35o) 

Small-scale anisotropy  

19.07.2017 slide 15 of 17 TA anisotropy summary//ICRC2017 

Autocorrelations 

Auger 6 years (6 events) 

TA 9 years (23 events) 

2 doublets above 100 EeV. 
Æ the probability to have �2 doublets at �       deg is  
    P = 0.30% (2.8V) 

S. Troitsky in ICRC 2017
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Search for Intermediate-scale UHECR AnisotropiesSearch for Intermediate-scale UHECR Anisotropies
Active Galactic Nuclei

• 2FHL AGNs

• flux proxy: �(> 50GeV)

• 17 objects within 250 Mpc

Star-forming of Starburst Galaxies

• Fermi-LAT search list
(Ackermann+2016)

• �(> 1.54,GHz) > 0.3 Jy

• flux proxy: �(> 1.54,GHz)

• 23 objects within 250 Mpc

Likelihood ratio analysis
• smearing angle  
• H
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2012

1.4 GHz

M. Unger in ICRC 2017
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Search for Intermediate-scale UHECR AnisotropiesSearch for Intermediate-scale UHECR Anisotropies

f = 10%,  = 13�

pre-trial⇤ p-value: 4⇥ 10�6

post-trial⇤⇤ p-value: 4⇥ 10�5

post-trial⇤⇤ significance: 3.9�

f = 7%,  = 7�

pre-trial⇤ p-value: 5⇥ 10�4

post-trial⇤⇤ p-value: 3⇥ 10�3

post-trial⇤⇤ significance: 2.7�
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Pierre Auger Observatory 2017
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-BATSwift
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[21 of 30]

5514 events above 20 EeV
820 events above 40 EeV
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Search for Intermediate-scale UHECR AnisotropiesSearch for Intermediate-scale UHECR Anisotropies

f = 10%,  = 13�

pre-trial⇤ p-value: 4⇥ 10�6

post-trial⇤⇤ p-value: 4⇥ 10�5

post-trial⇤⇤ significance: 3.9�

f = 7%,  = 7�

pre-trial⇤ p-value: 5⇥ 10�4

post-trial⇤⇤ p-value: 3⇥ 10�3

post-trial⇤⇤ significance: 2.7�

starburst AGN

⇤ incl. f and  fit ⇤⇤penalization for energy scan only. N
cat

= 3, previous searches and hidden trials not accounted for.

preliminary
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Galactic 
coordinate
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pp-value vs exposure-value vs exposure

8

E > 8 EeV

NORMALIZED RATENORMALIZED RATE

Compatible with dipolar distribution

First Harmonic 
(χ2/dof = 10.5/10)

Observation of dipole above 8 EeV

58
9

FLUX MAP ABOVE 8 EeVFLUX MAP ABOVE 8 EeV

Galactic center

Equatorial coordinates

Observation of Dipolar anisotropy above 8 EeVObservation of Dipolar anisotropy above 8 EeV
Harmonic analysis in right ascension ↵

E [EeV] events amplitude r phase [deg.] P (� r)
4-8 81701 0.005+0.006

�0.002 80 ± 60 0.60
> 8 32187 0.047+0.008

�0.007 100 ± 10 2.6⇥ 10�8

significant modulation at 5.2� (5.6� before penalization for energy bins explored)
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O. Taborda, M. Unger in ICRC 2017

Indicative of an extragalactic origin.
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FLUX MAP ABOVE 8 EeVFLUX MAP ABOVE 8 EeV

Galactic center

Equatorial coordinates All Sky Survey with TA&PAO 
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       Northern TA :   7 years 109 events (>57EeV) 
Southern Auger : 10 years 157 events (>57EeV) 

Oversampling with 20°-radius circle 

Southern hotspot is seen at Cen A(Pre-trial ~3.6σ) 

No correction for 
E scale difference 
b/w TA and PAO !! 

Doublet  
('T=1.31o) 

Triplet? or 
Doublet 

('T=1.35o) 

Small-scale anisotropy  
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Autocorrelations 

Auger 6 years (6 events) 

TA 9 years (23 events) 

2 doublets above 100 EeV. 
Æ the probability to have �2 doublets at �       deg is  
    P = 0.30% (2.8V) 

Auger and TA Surface Detector 
Spectra

• Ankle at ~3 EeV, cutoff at ~40 to 60 EeV

• ~10% energy scale difference around ankle region

• Large discrepancy in shape at E > ~1019.4 eV

• Systematic uncertainties, reconstruction biases?

• Anisotropies?

~10%
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UHECR Astronomy?
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Physics Goal of UHECR Astrophysics

Origin and Nature of Ultra-High Energy 
Cosmic Rays (UHECRs) and Particle 
Interactions at the Highest Energies

How frequent?: Energy spectrum
What kind of particle?: Mass composition 
Where come from?: Arrival direction

60

All Sky Survey with TA&PAO 

12 

       Northern TA :   7 years 109 events (>57EeV) 
Southern Auger : 10 years 157 events (>57EeV) 

Oversampling with 20°-radius circle 

Southern hotspot is seen at Cen A(Pre-trial ~3.6σ) 

No correction for 
E scale difference 
b/w TA and PAO !! 

Auger and TA Surface Detector 
Spectra

• Ankle at ~3 EeV, cutoff at ~40 to 60 EeV

• ~10% energy scale difference around ankle region

• Large discrepancy in shape at E > ~1019.4 eV

• Systematic uncertainties, reconstruction biases?

• Anisotropies?

~10%
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Recent Results and New Puzzle
Precise observation of the flux suppression above 1019.5 eV, discrepancy 
on suppression energy in TA/Auger.

Gradually increase heavier composition above the ankle. 

lighter composition above 1019.7 eV?

Hot/warmspots, correlation with nearby star burst galaxy.

61

Flux suppression due to GZK process or maximum energy of 
accelerator?

Heavier composition or problem of hadron interaction model? proton 
fraction, mass composition above 1019.7 eV?

Anisotropy as indication of additional light component?

Particle physics extrapolation at the highest energies?
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Wave length shifting fiber

11

- TAx4 uses WLSFiber  , Kuraray Y-11(200).   (D=1.2mm L=6.1m  λ
att

 ~3.7m )

   same as TA except length of a fiber

TA SD TAx4 SD 

5 m  fiber    

Spacing 2cm

6.1 m  fiber     

Spacing 4cm

1 fiber route on scintillator 2 time.

- Fiber layout and number are changed to reduce assembly time and cost.

– Non uniformity is smaller than < 15%  at measurement with test assembly.

– Less number of fiber to assemble gives shorter assemble time.

– Total length of fiber is  < ~1/3 . It gives cost reduction.
R&D by K.Saito (ICRR)

UHEAP 2016 @ University of Chicago 

On-going upgrade: TA×4

62

Detailed measurement on Hotspot
Enlarge the fourfold coverage to TA×4 = Auger, 
3000 km2

E. Kido in ICRC 2017

2 clusters in the hotspot 
in the summer of 2020

2014/10/13 H. Sagawa@UHECR2014 31

Expected in 2020 
(Simulation)

18

Transport

- First 12 TAx4 SDs have shipped 
  from Japan on last Monday 

- Expected arrival to TA site is middle of Mar.

- Unpack and final assembly to the frame.

- If condition is fine, remaining 90 SDs will be
  shipped quickly.

~200 kg /1SD

~2400 kg /stack

Stackable flame  up to 10-12 SDs 

UHEAP 2016 @ University of Chicago 

18

Transport

- First 12 TAx4 SDs have shipped 
  from Japan on last Monday 

- Expected arrival to TA site is middle of Mar.

- Unpack and final assembly to the frame.

- If condition is fine, remaining 90 SDs will be
  shipped quickly.

~200 kg /1SD

~2400 kg /stack

Stackable flame  up to 10-12 SDs 

UHEAP 2016 @ University of Chicago 

7 2017/03/17 



  

Scintillator detector

Radomír Šmída  – AugerPrime 8

Alu enclosure

Fibers routing

WLS fibers

Extruded scintillator bars
(1600 x 50 x 10 mm)

PMT/SiPM

Support 
frame

Sunroof

  

Scintillator detector

Radomír Šmída  – AugerPrime 8

Alu enclosure

Fibers routing

WLS fibers

Extruded scintillator bars
(1600 x 50 x 10 mm)

PMT/SiPM

Support 
frame

Sunroof
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Improve electromagnetic/muon separation of SD to measure the 
mass composition above 1019.7 eV.

Boost in statistics by a factor of ~ 10 compared to FD Xmax 
analysis.

Small PMT in the water tank, FD operation during moon night.

Origin of flux suppression, proton contribution above 1019.7 eV, 
new particle physics beyond the human-made accelerator. 
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Karl-Heinz Kampert – University Wuppertal UHECR2014, Springdale (Utah), Oct. 2014

Nµmax  vs  Xmax

15

Xmax  (g/cm2)

lg
 (

N
µ )

p

Fe
N

He

E = 5·1019 eVQGSJet II.04

Muons may even outperform Xmax  
at highest energies !

Install 4 m2 Scintillator to measure the mass composition by SD.
On-going upgrade: AugerPrime

 M. Unger R. Smida in ICRC2017
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Physics goal and future perspectives

65

Origin and Nature of Ultra-high Energy Cosmic Rays (UHECRs) and
Particle Interactions at the Highest Energies

Exposure and full sky coverage
TA×4 + Auger
K-EUSO : pioneer detection from 
space and sizable increase of exposure

Detector R&D
Radio, SiPM, 
Low-cost 
Fluorescence 
Detector (FD)

“Precision” measurements 
AugerPrime 
Low energy enhancement
(Auger infill+HEAT+AMIGA,
TALE+TA-muon+NICHE)

5 - 10 years

Next-generation observatories
In space (100×exposure): POEMMA, Super-EUSO
Ground (10×exposure with high quality events):

10 - 20 years



Fine pixelated camera

Low-cost and simplified/optimized FD

✦Target : > 1019.5 eV, ultra-high energy cosmic rays (UHECR) and neutral particles

✦Huge target volume ⇒ Fluorescence detector array 

Too expensive to cover a huge area

66

Single or few pixels and smaller optics

Fluorescence detector Array of Single-pixel Telescopes 

Segmented mirror telescope   
Variable angles of elevation – steps. 

construction is still in development  

15 deg  45 deg  

Joint Laboratory of Optics Olomouc – March 2014 
7 
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20 km UHECRs
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Fluorescence detector Array of Single-pixel Telescopes 
✦ Each telescope: 4 PMTs, 30°×30° 

field of view (FoV).

✦ Reference design: 1 m2 aperture, 
15°×15° FoV per PMT

✦ Each station: 12 telescopes, 48 PMTs, 
30°×360° FoV.

✦ Deploy on a triangle grid with 20 km 
spacing, like “Surface Detector 
Array”.

✦ If 500 stations are installed, a ground  
coverage is ~ 150,000 km2.

✦ Geometry: Radio, SD, coincidence of 
three stations being investigated.



FAST Expected Exposure
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JEM-EUSO 
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TAx4 

JEM-EUSO 
tilt 

TA 

✦ Conventional operation of FD 
under 10~15% duty cycle

✦ Target:  >1019.5 eV

✦ Observation in moon night to 
achieve 30% duty cycle,

✦ Target:  >1019.8 eV = Super 
GZK events

✦ Test operation by Auger FD

✦ Ground area of 150,000 km2 with 
30% duty cycle = 45,000 km2 

(15×Auger, cost ~100 Million USD)

✦450 events/year

Preliminary

FAST
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FAST - today  

Accepted for publication 
in Astroparticle Physics 

Full-scale FAST Prototype
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✦ Confirmed milestones by EUSO-TA Telescope

✦ Stable operation under high night sky backgrounds.

✦ UHECR detection.

✦ T. Fujii et al., Astropart.Phys. 74 (2016) 64-72, 
arXiv: 1504.00692

✦ Next milestones by new full-scale FAST prototype 

✦ Establish the FAST sensitivity.

✦ Detect a shower profile including Xmax with FAST

Vertical Laser
~1019.3 eV

Cosmic ray
~1018.0 eV
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Full scale FAST prototype
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FAST - progress in design and construction  

UV Plexiglass Segmented primary mirror 8 inch PMT camera             
(2 x 2) 

1m2 aperture                              
FOV = 25°x 25° 

variable 
tilt 

Joint Laboratory of Optics Olomouc – Malargue November 2015 3 

Prototype - October 2015 

15° 

45° 
UV band-pass 

filter
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FIG. 12. SPE peak height distribution used to set discrimi-
nator threshold value. The pedestal ends at around a height
of 350 ADC counts. Dividing this by the 4095 dynamic range
of the FADC gives a discriminator threshold of ⇡ 85 mV.

in wavelength. A NIST calibrated photodiode provides
the absolute calibration for the incident light flux, deter-
mining N� through a powermeter readout. The flux is
reduced to the SPE level measurable by the PMT using
an integrating sphere of known transmission and incorpo-
rating the light attenuation coe�cient of the apparatus13,
↵ = (5.828± 0.018)⇥ 10�4. Eq. 5 can thus be rewritten:

✏ =
Npe

N�
= Npe ⇥

hc

Pt�↵
(6)

where � is the wavelength, P is the powermeter read-
ing, and t is the read out time for each step. Typical
powermeter readings are pico-Watt order-of-magnitude.

As before, we perform a SPE spectrum measurement,
obtaining both the pedestal and SPE peak. We introduce
a discriminator to the readout electronics. The PMT sig-
nal goes through the amplifier and into the discriminator
input. By increasing the discriminator threshold value,
we remove the pedestal and ensure that only SPEs are re-
ceived. The discriminator value is determined using the
peak height distribution of SPE events (Fig. 12), taking
the height position after the pedestal peak and dividing
it by the dynamic range of the FADC.

Once the discriminator value is set, its output is placed
into a quad timer to check the rate, and then switched to
a scaler to count SPEs. After the setup is complete, with
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FIG. 13. Detection e�ciency results with Hamamatsu mea-
surement for comparison.

the powermeter and monochromator initialized, any re-
maining lights in the lab are switched o↵. The computer
in the lab is accessed remotely to begin data acquisi-
tion. The DAQ program controls the monochromator
and powermeter. It obtains and averages 10,000 read-
ings from the powermeter over 10 s for a given step; the
error, �P , is calculated in quadrature from Poisson statis-
tics on both powermeter readings, lamp signal and back-
ground. The lamp background corresponds to when the
powermeter values are read out while the monochroma-
tor shutter is kept closed; the lamp signal is obtained for
an open shutter. The final power value used in calcu-
lating detection e�ciency is the di↵erence between these
(P = Plamp,sig � Plamp,bkd). The PMT rate, R, is calcu-
lated in a similar way, with open and closed shutters cor-
responding to signal and background, respectively. The
detection e�ciency is calculated using Eq. 6, and the
statistical error is given by Eq. 7, 8, 9:

�P = P ⇥

s

(
�Plamp,sig

Plamp,sig
)2 + (

�Plamp,bkd

Plamp,bkd
)2 (7)

�R = R⇥

s

(
�Rsig

Rsig
)2 + (

�Rbkd

Rbkd
)2 (8)

�✏,stat = ✏⇥
r
(
�P
P

)2 + (
�R
R

)2 + (
�↵
↵
)2 (9)

A result for the detection e�ciency measurement of the
PMTs can be found in Fig. 13. The results are plotted
alongside scaled-down data provided by a Hamamatsu
measurement. Hamamatsu only incorporates quantum
e�ciency, not collection e�ciency. PMT detection e�-
ciency peaks at ⇡ 20% close to 400 nm.
From detection e�ciency results, we observe two

“bumps” near 200 nm and 350 nm. We expect the de-
tection e�ciency to have a smooth peak, as shown in the
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Figure 3: Diagram of experimental setup for the measurement of wavelength-dependent 

detection efficiency using a deuterium lamp. The monochromator can be replaced by a mirror, 
shown in gray, for measurements of absolute detection efficiency using the laser source. The 

number labels correspond to equipment information listed in Table 1 and referenced in the text. 
 
 

 
(1) PMT Hamamatsu Photomultiplier Tube, Type 

H7195P(R329P) 
(2) Detector Newport 918D-UV Photodiode Detectors 
(3) Powermeter Newport 2936-C Powermeter 
(4) Laser Newport Excelsior 375 CW Laser 
(5) Integrating Sphere Newport General Purpose Integrating Sphere, Model 

70675 
(6) Spectrum Lamp Newport Deuterium Lamp, Model 60000 
(7) Lamp Power Supply Newport Deuterium Lamp Power Supply, Model 

68840 
(8) Monochromator Newport Cornerstone 130TM Motorized 1/8m 

Monochromator, Model 74000 
(9) Spectrophotometer Newport Spectrophotometer, Model 77700 
(10) Calibration Lamp Newport Pencil Style HgAr Calibration Lamp, Model 

6047 

Table 1: Equipment List, numbers correspond to diagram in Figure 3 
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Readout Electronics

Ortec 401A NIM Bin & TennElec TC-911 Power Supply
4-Ch HV Programmable Power Supply (CAEN N1471H)
SIS3350 500 MHz 12-bit FADC/Digitizer
Dual Timer (CAEN N93B)
Quad Scaler & Preset Counter Timer (CAEN N145)
8-Ch Variable Gain Amplifier (Phillips Mod. 777)
8-Ch Low Threshold Discriminator (CAEN N417)
15-Input Scaler (CAEN V260N)
3-Fold Logic Unit (CAEN N405)

Tab. 2 Readout Electronics

A. Single Photoelectron Measurement

The Hamamatsu R5912-03 MOD PMTs used consist
of 8 dynodes, come with a 20-pin base, and have a HV
range up to ⇡ 2600 V. Each of the PMTs is prefixed
with “ZS”, followed by the PMT number. We test the
response of the PMT anode by obtaining a single photo-
electron (SPE) spectrum measurement. We place a single
LED, sourced from the first output of the dual-channel
function generator (FG), in front of the PMT. The LED
is pulsed at a frequency of 100 kHz; typical LED ampli-
tude and width values are ⇡ 1.5 V and ⇡ 100 ns.

The anode output from the PMT is connected to the
input of the variable gain amplifier; the two resulting
amplified outputs are put into the FADC input and first
channel of the oscilloscope, respectively. The PMT anode
signal is a charge signal; the FADC converts the signal to
counts with a dynamic range of 0 to 4095 (12-bit range).
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FIG. 6. PMT ZS0022 individual SPE event (top); SPE signal
averaged over all events (bottom).

The second channel of the FG is used for an external
trigger. The FG trigger settings are adjusted to match
the relevant NIM signal: the width is set to 20 µs, the
amplitude to -800 mV. The pulsed LED signal and FG
trigger are synchronized coarsely using a dual timer mod-
ule and more finely with the delay setting on the FG. The

trigger output is initially placed into the second channel
of the oscilloscope, and the LED voltage is adjusted un-
til a SPE signal is obtained. The signal is of order 100
mV amplitude; when executing consecutive single-shot
acquisitions on the scope, the goal is to obtain a SPE
signal every ten acquisitions. Once this is the case, the
trigger is put in the FADC for one minute of event read-
out; a typical run will have about 5000 events. Events
are averaged over to smooth out the SPE signal (Fig. 6).
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FIG. 7. Integrated count distribution of SPE signals, includ-
ing pedestal (left peak) and SPE peak fitted to a Gaussian
for all PMTs.

After specifying the signal region for the averaged SPE
signal, we obtain a SPE integrated count distribution,
sometimes displayed as a charge distribution. Since some
events will have no photoelectrons (i.e. no charge), we
expect a peak centered around zero, called the pedestal.
We then have a SPE peak that we fit to a Gaussian to
extract a mean SPE value (Fig 7). This parameter is key
for other characterization measurements. The valley is
the range in which the tail end of the pedestal intersects
the tail end of the SPE peak. A discriminator may be
introduced to remove the pedestal, leaving only the SPE
spectrum. Fig. 8 shows logic for the SPE measurement.
Characteristics like the peak-to-valley (P:V) ratio and

resolution can be obtained from the SPE spectrum. The
peak-to-valley ratio is defined as the height of the SPE
peak over the height of the center valley position. The
larger this value, the better SPE events are distinguished.
For the examples in Fig. 7, the peak-to-valley ratios are
⇡ 2.5. Pulse-amplitude resolution is defined as the ratio

Single photo electron
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Telescope alignment and raytracing simulation
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Figure 5. The typical spectral reflectance of the FAST mirror between 260 nm and 420 nm, along with the
spectral transmission of the UV band-pass filter. The resultant total optical e�ciency is shown in black.

filter used on the Cherenkov telescope of the MAGIC [18] observatory. The filter is constructed from
a number of small segments in order to fit the FAST prototype’s octagonal aperture. The individual
segments are fit together using brass “U” and “H” profiles, resulting in an aperture of 1 m2 in area.

6 Telescope support structure

The telescope’s mechanical support structure was built from commercially available aluminum
profiles. This allows for straightforward assembly/disassembly, and easy packing and transport due
to their light weight, while also providing an extremely stable and rigid platform for the FAST
optical system to be mounted on. The mechanics consists of a primary mirror stand mounted with
a single degree of freedom to facilitate adjustment of the telescope’s elevation (the elevation can
be set to discrete values of 0�, 15�, 30� and 45� above the horizon). The square camera box (side
length 500 mm), which holds four 200 mm PMTs, is mounted on a support structure connected to
the perimeter of the mirror dish which also holds the octagonal filter aperture. The mirror stand
contains 9 mirror mounts, each with 2 degrees of freedom to allow for mirror segment alignment.
The whole mechanical construction, shown in figure 6, is covered with a shroud to protect the
optical system from the surrounding environment.

7 Conclusion

Following the successful proof-of-concept test of a compact, low-cost air fluorescence telescope
using the EUSO-TA optics at the Telescope Array site, we present the design of the first full-size
prototype telescope having a 30� ⇥ 30� field-of-view and a 1 m2 aperture, along with its mechanical
support structure.

A reflective lensless Schmidt telescope was shown to be preferable to a refractive design, due
to its lower cost and superior performance in large field-of-view applications. The chosen design

– 8 –

11

Optical simulation statusFAST Simulation - example

- PSF (7.5deg diagonal) aperture input 0.5W 0.43W/PMT1, <0.001W/PMT234 (eff: 86%) 

PMT2! PMT4!

focal plane  50 mm offset!

Mirror alignment by 2 LED

Further information in recently published paper, D. Mandat et al., JINST 12, T07001 (2017) 

Raytracing simulation for spot 
sizes and angular responses

Mirror reflectance and filter transmittance

Telescope alignment with stars



Distant vertical laser comparison in Data/MC
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✦ Ultraviolet vertical laser at a distance of 20.85 km, E = 4.4 
mJ, λ = 355 nm, 

✦ Every 30 minutes during a clear night, equivalent to a 
UHECR with ~1019.5 eV

✦ Calculate expected signal by simulation and good 
agreement with observed data. 

✦ Monitoring the transparency of the atmosphere.Average of 284 triggers
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✦ Data on Oct.5th 2016

✦ 62194 triggers

✦ PMT1,2,3,4

✦ Circle size = significance

✦ Remove airplane (>35 µs) and 
laser events (time information).

✦ Two significant signal in PMTs

✦ 90 events survived 

✦ 2 events found as candidates.

✦ Check TAFD reconstruction 
result.
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Event 385: log10(E(eV)): 17.58, Zen: 38.1◦, Azi: 130.0◦,
Core(13.96, -9.85), Rp: 2.97, Psi: 52.2◦, Xmax: 651 g/cm2

FoV(902 - 1096), Date: 20161005, Time: 06:00:18.698472553

Event 386: log10(E(eV)): 18.40, Zen: 35.5◦, Azi: 99.4◦,
Core(12.81, -12.31), Rp: 3.48, Psi: 55.7◦, Xmax: 704 g/cm2

FoV(844 - 1058), Date: 20161005, Time: 06:03:10.405307007

Event 387: log10(E(eV)): 18.68, Zen: 61.0◦, Azi: 63.3◦,
Core(11.86, -11.50), Rp: 3.52, Psi: 42.8◦, Xmax: 1113 g/cm2

FoV(1407 - 1769), Date: 20161005, Time: 06:07:38.800548560

Event 388: log10(E(eV)): 17.96, Zen: 38.8◦, Azi: -19.6◦,
Core(8.90, -17.03), Rp: 9.44, Psi: 82.6◦, Xmax: 768 g/cm2

FoV(498 - 1017), Date: 20161005, Time: 06:30:06.947113522

Event 389: log10(E(eV)): 17.83, Zen: 4.7◦, Azi: 115.2◦,
Core(14.23, -5.41), Rp: 7.18, Psi: 86.7◦, Xmax: 656 g/cm2

FoV(473 - 850), Date: 20161005, Time: 06:35:10.462924009

Event 390: log10(E(eV)): 18.08, Zen: 27.2◦, Azi: 118.4◦,
Core(14.66, -10.72), Rp: 2.40, Psi: 63.0◦, Xmax: 559 g/cm2

FoV(830 - 973), Date: 20161005, Time: 06:37:49.525403588

Event 391: log10(E(eV)): 16.91, Zen: 46.7◦, Azi: -91.3◦,
Core(14.56, -10.81), Rp: 2.10, Psi: 130.2◦, Xmax: 858 g/cm2

FoV(520 - 1267), Date: 20161005, Time: 06:46:53.631597793

Event 392: log10(E(eV)): 17.38, Zen: 45.9◦, Azi: -59.1◦,
Core(17.54, -8.07), Rp: 3.84, Psi: 106.6◦, Xmax: 734 g/cm2

FoV(569 - 1091), Date: 20161005, Time: 06:48:32.058086728

Event 393: log10(E(eV)): 18.14, Zen: 31.6◦, Azi: 2.8◦,
Core(6.02, -6.69), Rp: 11.96, Psi: 102.1◦, Xmax: 762 g/cm2

FoV(373 - 991), Date: 20161005, Time: 06:51:48.292842002

Event 394: log10(E(eV)): 18.69, Zen: 61.2◦, Azi: -9.4◦,
Core(9.58, -20.15), Rp: 9.27, Psi: 57.3◦, Xmax: 1021 g/cm2

FoV(829 - 1221), Date: 20161005, Time: 06:53:27.011365323

Event 395: log10(E(eV)): 18.26, Zen: 17.7◦, Azi: -82.0◦,
Core(13.53, -2.14), Rp: 10.39, Psi: 98.2◦, Xmax: 769 g/cm2

FoV(303 - 890), Date: 20161005, Time: 06:53:43.909532618

Event 396: log10(E(eV)): 18.07, Zen: 36.2◦, Azi: -132.6◦,
Core(6.06, -16.13), Rp: 9.78, Psi: 123.3◦, Xmax: 661 g/cm2

FoV(124 - 1045), Date: 20161005, Time: 07:02:32.218563221

34

First lights from UHECR
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Event 529: log10(E(eV)): 17.86, Zen: 52.0◦, Azi: -81.0◦,
Core(19.25, -7.29), Rp: 5.12, Psi: 77.2◦, Xmax: 569 g/cm2

FoV(780 - 1102), Date: 20161007, Time: 05:38:07.968860386

Event 530: log10(E(eV)): 18.33, Zen: 64.1◦, Azi: 159.6◦,
Core(15.32, -9.36), Rp: 1.51, Psi: 28.5◦, Xmax: 1264 g/cm2

FoV(1795 - 1972), Date: 20161007, Time: 05:38:31.715231263

Event 531: log10(E(eV)): 18.55, Zen: 22.3◦, Azi: 71.3◦,
Core(14.02, -11.00), Rp: 3.03, Psi: 72.8◦, Xmax: 675 g/cm2

FoV(763 - 943), Date: 20161007, Time: 05:44:07.307401117

Event 532: log10(E(eV)): 17.40, Zen: 20.5◦, Azi: 79.7◦,
Core(15.31, -8.00), Rp: 4.37, Psi: 85.8◦, Xmax: 735 g/cm2

FoV(653 - 926), Date: 20161007, Time: 05:44:55.951705601

Event 533: log10(E(eV)): 17.52, Zen: 28.7◦, Azi: 157.3◦,
Core(15.79, -9.69), Rp: 2.34, Psi: 61.6◦, Xmax: 967 g/cm2

FoV(854 - 997), Date: 20161007, Time: 05:57:09.791621689

Event 534: log10(E(eV)): 17.30, Zen: 27.0◦, Azi: -104.7◦,
Core(16.45, -11.14), Rp: 1.06, Psi: 97.9◦, Xmax: 573 g/cm2

FoV(890 - 988), Date: 20161007, Time: 05:58:09.450048458

Event 535: log10(E(eV)): 18.66, Zen: 29.1◦, Azi: 97.8◦,
Core(9.79, -7.93), Rp: 7.43, Psi: 63.4◦, Xmax: 746 g/cm2

FoV(587 - 985), Date: 20161007, Time: 05:59:22.020589923

Event 536: log10(E(eV)): 18.36, Zen: 48.7◦, Azi: 44.3◦,
Core(15.78, -12.59), Rp: 0.97, Psi: 45.9◦, Xmax: 997 g/cm2

FoV(1264 - 1330), Date: 20161007, Time: 06:19:14.071172549

Event 537: log10(E(eV)): 17.32, Zen: 20.1◦, Azi: 178.9◦,
Core(14.93, -10.04), Rp: 2.80, Psi: 76.1◦, Xmax: 682 g/cm2

FoV(760 - 931), Date: 20161007, Time: 06:21:09.964425939

Event 538: log10(E(eV)): 17.21, Zen: 47.3◦, Azi: -81.2◦,
Core(14.72, -12.95), Rp: 1.91, Psi: 129.4◦, Xmax: 859 g/cm2

FoV(560 - 1294), Date: 20161007, Time: 06:44:44.630556591

Event 539: log10(E(eV)): 18.90, Zen: 51.0◦, Azi: 136.2◦, Core(-
5.24, -2.01), Rp: 16.93, Psi: 44.1◦, Xmax: 1024 g/cm2 FoV(620
- 1296), Date: 20161007, Time: 07:02:14.918199837

Event 540: log10(E(eV)): 17.26, Zen: 35.1◦, Azi: -87.8◦,
Core(13.56, -10.70), Rp: 3.10, Psi: 123.1◦, Xmax: 683 g/cm2

FoV(575 - 1067), Date: 20161007, Time: 07:03:02.976589946
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Event 342

18 events found by January (120 hours)

✦ Fully remote operation

✦ Automated shutdown procedure

✦ Monitor a shutter by an infrared camera

✦ IP camera (PIC1008WN), relay module (ETH002) 

✦ Total operation time reaches 201 hours by July.

Highest event, E=1018.55 eV, Rp=3.0 km 
by TA FD

Open                      Close!
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1. Introduction

The hybrid detector of the Pierre Auger Observatory [1] consists of 1600
surface stations – water Cherenkov tanks and their associated electronics – and
24 air fluorescence telescopes. The Observatory is located outside the city of
Malargüe, Argentina (69◦ W, 35◦ S, 1400 m a.s.l.) and the detector layout is
shown in Fig. 1. Details of the construction, deployment and maintenance of
the array of surface detectors are described elsewhere [2]. In this paper we will
concentrate on details of the fluorescence detector and its performance.

Figure 1: Status of the Pierre Auger Observatory as of March 2009. Gray dots show the
positions of surface detector stations, lighter gray shades indicate deployed detectors, while
dark gray defines empty positions. Light gray segments indicate the fields of view of 24
fluorescence telescopes which are located in four buildings on the perimeter of the surface
array. Also shown is a partially completed infill array near the Coihueco station and the
position of the Central Laser Facility (CLF, indicated by a white square). The description
of the CLF and also the description of all other atmospheric monitoring instruments of the
Pierre Auger Observatory is available in [3].

The detection of ultra-high energy (! 1018 eV) cosmic rays using nitrogen
fluorescence emission induced by extensive air showers is a well established
technique, used previously by the Fly’s Eye [4] and HiRes [5] experiments. It is
used also for the Telescope Array [6] project that is currently under construction,
and it has been proposed for the satellite-based EUSO and OWL projects.

Charged particles generated during the development of extensive air showers
excite atmospheric nitrogen molecules, and these molecules then emit fluores-
cence light in the ∼ 300 − 430 nm range. The number of emitted fluorescence
photons is proportional to the energy deposited in the atmosphere due to
electromagnetic energy losses by the charged particles. By measuring the rate
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a b s t r a c t

The Telescope Array (TA) experiment, located in the western desert of Utah, USA, is designed for the
observation of extensive air showers from extremely high energy cosmic rays. The experiment has a
surface detector array surrounded by three fluorescence detectors to enable simultaneous detection of
shower particles at ground level and fluorescence photons along the shower track. The TA surface
detectors and fluorescence detectors started full hybrid observation in March, 2008. In this article we
describe the design and technical features of the TA surface detector.

& 2012 Elsevier B.V. All rights reserved.

1. Introduction

The main aim of the Telescope Array (TA) experiment [1] is to
explore the origin of ultra high energy cosmic rays (UHECR) using
their energy spectrum, composition and anisotropy. There are two
major methods of observation for detecting cosmic rays in the
energy region above 1017.5 eV. One method which was used at the
High Resolution Fly’s Eye (HiRes) experiment is to detect air
fluorescence light along air shower track using fluorescence
detectors. The other method, adopted by the AGASA experiment,
is to detect air shower particles at ground level using surface
detectors deployed over a wide area (! 100 km2).

The AGASA experiment reported that there were 11 events
above 1020 eV in the energy spectrum [2,3]. However, the
existence of the GZK cutoff [4,5] was reported by the HiRes

experiment [6]. The Pierre Auger experiment confirmed the
suppression on the cosmic ray flux at energy above 4"1019 eV
[7] using an energy scale obtained by fluorescence light tele-
scopes (FD). The contradiction between results from fluorescence
detectors and those from surface detector arrays (SD) remains to
be investigated by having independent energy scales using
both techniques. Hybrid observations with SD and FD enable
us to compare both energy scales. Information about core location
and impact timing from SD observation improves accuracy of
reconstruction of FD observations. Observations with surface
detectors have a nearly 100% duty cycle, which is an advantage
especially for studies of anisotropy. Correlations between arrival
directions of cosmic rays and astronomical objects in this energy
region should give a key to exploring the origin of UHECR [8] and
their propagation in the galactic magnetic field.

Fig. 1. Layout of the Telescope Array in Utah, USA. Squares denote 507 SDs. There are three subarrays controlled by three communication towers denoted by triangles. The
three star symbols denote the FD stations.

T. Abu-Zayyad et al. / Nuclear Instruments and Methods in Physics Research A 689 (2012) 87–9788

Pierre Auger Collaboration, NIM-A (2010) Telescope Array Collaboration NIM-A (2012)
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✦ Install FAST at Auger and TA for a cross calibration.

✦ Profile reconstruction with geometry given by SD (smearing 
gaussian width of 1° in direction, 100 m in core location).

✦ Energy: 10%, Xmax : 35 g/cm2  at 1019.5 eV 

✦ Independent cross-check of Energy and Xmax scale 
between Auger and TA

Auger and TA Surface Detector 
Spectra

• Ankle at ~3 EeV, cutoff at ~40 to 60 EeV

• ~10% energy scale difference around ankle region

• Large discrepancy in shape at E > ~1019.4 eV

• Systematic uncertainties, reconstruction biases?

• Anisotropies?

~10%

6



79Future observatories: TA×4, AugerPrime, K-EUSO and FAST

Summary
Precise observation of the flux suppression above 1019.5 eV, 
discrepancy on suppression energy in TA/Auger.

Gradually increase heavier composition above the ankle. 

lighter composition above 1019.7 eV?

Hot/warm spots, correlation with nearby star burst galaxy.

A next-generation observatory is essential to clarify 
origins of UHECRs.

FAST: fluorescence detector array of Single-pixel 
Telescopes

Installed full-scale FAST prototype at TA site, and 
detects laser and UHECRs.

We will install two more telescopes in September 2017.

New collaborators are welcome.

All Sky Survey with TA&PAO 

12 

       Northern TA :   7 years 109 events (>57EeV) 
Southern Auger : 10 years 157 events (>57EeV) 

Oversampling with 20°-radius circle 

Southern hotspot is seen at Cen A(Pre-trial ~3.6σ) 

No correction for 
E scale difference 
b/w TA and PAO !! 

Auger and TA Surface Detector 
Spectra

• Ankle at ~3 EeV, cutoff at ~40 to 60 EeV

• ~10% energy scale difference around ankle region

• Large discrepancy in shape at E > ~1019.4 eV

• Systematic uncertainties, reconstruction biases?

• Anisotropies?

~10%

6
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FLUX MAP ABOVE 8 EeVFLUX MAP ABOVE 8 EeV
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lines: air shower simulations using post-LHC hadronic interaction models
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