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Linked to galaxy formation Linked to reionization

Linked to cosmology

• Minimum mass to which galaxies 
can form stars


• The star formation rates of early 
galaxies


• Escape of ionizing radiation


• Dust enrichment of early galaxies


• GW from the early Universe

How can early galaxies be used to probe the cosmological model, specially in 
context of Dark Matter models

Outstanding challenges

• External (UV) feedback impact


• Topology and history of reionization


• Key reionization sources (galaxies, 
BHs or..?)


• Using combination of galaxy and 
large scale data to constrain 
reionization in era of 21cm cosmology
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Modelling reionization: evolution of volume filling 
fraction of ionized hydrogen

dQII

dt
=

dnintfesc
dz

1

nH

� QII

trec

dt

dz

Reionization and in galaxy formation in WDM 3

steps (�z = 0.05) between z = 20 and z = 4 with a mass
resolution of Mres = 108M� using the modified binary
merger tree algorithm with smooth accretion detailed in
Parkinson et al. (2008) and Benson et al. (2013). We
scale the relative abundances of the merger tree roots
to match the z = 4 Sheth-Tormen halo mass function
(HMFs; Sheth & Tormen 1999) and have verified that
these yield HMFs in good agreement with the Sheth-
Tormen HMF at all z.
We implement the merger trees with baryonic

physics including star formation, SN feedback, and the
merger/accretion/ejection driven evolution of gas and
stellar masses. Our model is based on the simple premise
that any galaxy can form stars with a maximum e�-
ciency (fej

⇤ ) that provides enough energy to expel all the
remaining gas, quenching further star formation, up to
a threshold value of f⇤ (see Dayal et al. 2014a). This
implies the e↵ective star formation e�ciency (feff

⇤ ) is
the minimum between f

ej

⇤ and f⇤. This model has two
z- and mass-independent free parameters whose values
are selected to match the evolving ultra-violet luminosity
function (UV LF): the maximum threshold star forma-
tion e�ciency (f⇤) and the fraction of SN energy that
goes into unbinding gas (fw). We implement this simple
idea proceeding forward in time from the highest merger
tree output redshift, z = 20. At any z step, the gas mass
in a galaxy is determined both by the gas mass brought in
by merging progenitors as well as that smoothly-accreted
from the IGM. A part (feff

⇤ ) of this gas forms new stellar
mass, M⇤(z), with the final gas mass depending on the
ratio of the (instantaneous) energy provided by explod-
ing SN and the potential energy of the halo. Further,
at any step the total stellar mass in a galaxy is the sum
of newly-formed stellar mass, and that brought in by its
progenitors. In this work we also explore the e↵ects of
the ultra-violet background (UVB) in photo-evaporating
gas from low-mass halos, impeding their star-formation
capabilities, and its impact on both galaxy assembly and
reionization as explained in Sec. 2.2 that follows.
For simplicity, we assume every new stellar popu-

lation to have a fixed metallicity of 0.05Z� and an
age t0 = 2Myr. Using the population synthesis
code STARBURST99 (Leitherer et al. 1999), the ini-
tial UV luminosity (at � = 1500 Å) can be calculated
as LUV (0) = 1033.077(M⇤/M�) erg s�1Å�1 and the ini-
tial output of ionizing photons can be calculated as
ṅint(0) = 1046.6255(M⇤/M�)s�1. Further, the time evo-
lution of these quantities can be expressed as

LUV (t) = LUV (0)� 1.33 log
t

t0
+ 0.462 (2)

ṅint(t) = ṅint(0)� 3.92 log
t

t0
+ 0.7. (3)

For any galaxy along the merger tree the UV luminosity
and ionizing photon output rate are the sum of the values
from the new starburst and the contribution from older
populations accounting for the drop with time.
As shown in Dayal et al. (2014a,b), our model repro-

duces the observed UV LF for all DM models (CDM and
WDM with mx = 1.5, 3 and 5 keV) at z ' 5 � 10 over
7 magnitudes in luminosity and predicts the z-evolution

of the faint end UV LF slope, in addition to reproducing
key observables including the stellar mass density (SMD)
and mass-to-light ratios using fiducial parameter values
of f⇤ = 0.038 and fw = 0.1. We maintain these fidu-
cial parameter values in all the calculations carried out
in this work.

2.2. Modelling reionization

The reionization history, expressed through the evolu-
tion of the volume filling fraction (QII) for ionized hydro-
gen (H II ), can be written as (Shapiro & Giroux 1987;
Madau et al. 1999)

dQII

dz
=

dnion

dz

1

nH

�
QII

trec

dt

dz
, (4)

where the first term on the right hand side represents the
growth of H II regions while the second term accounts
for the decrease in QII due to recombinations. Here,
dnion/dz = fescdnint/dz represents the hydrogen ion-
izing photon rate density (per comoving volume) con-
tributing to reionization, with fesc accounting for the
fraction of ionizing photons that escape out of the galac-
tic environment. Further, nH is the comoving hydrogen
number density, dt/dz = [H(z)(1 + z)]�1 and trec is the
recombination time that can be expressed as (e.g. Madau
et al. 1999)

trec =
1

�nH (1 + z)3↵B C
. (5)

Here ↵B is the hydrogen case-B recombination coe�-
cient, � = 1.08 accounts for the excess free electrons aris-
ing from singly ionized helium and C is the IGM clump-
ing factor. We use the results of Pawlik et al. (2009)
and Haardt & Madau (2012) who show that the UVB
generated by reionization can act as an e↵ective pressure
term, reducing the clumping factor with z such that

C =
< n

2
HII

>

< nHII >2
= 1 + 43 z�1.71

. (6)

While reionization is driven by the hydrogen ionizing
photons produced by early galaxies, the UVB built up
during reionization suppresses the baryonic content of
galaxies by photo-heating/evaporating gas at their out-
skirts (Klypin et al. 1999; Moore et al. 1999; Somerville
2002), suppressing further star formation and slowing
down the reionization process. In order to account for the
e↵ect of UVB feedback on ṅion, in the fiducial model, we
assume total photo-evaporation of gas from halos below
Mmin = 109M� embedded in ionized regions at any z;
we vary this limit between Mmin = 108.5�9.5M� to check
the robustness of our results. In this “maximal external
feedback” scenario, halos below Mmin in ionized regions
neither form stars nor contribute any gas in mergers. The
globally averaged ṅion can then be expressed as

ṅion(z) = fesc[QII(z)ṅII(z) + [1�QII(z)]ṅI(z)], (7)

where ṅII and ṅI account for the intrinsic hydrogen ion-
izing photon production rate density within ionized and
neutral regions respectively. While ṅI contains contri-
bution from all sources, ṅII represents the case where
sources below Mmin do not contribute to the ionizing
photon budget. At the beginning of the reionization pro-
cess the volume filled by ionized hydrogen is very small

Growth of ionized regions due

to ionizing photon output Decrease in ionized region 

sizes due to recombination

Measure of over-density as 
fn(space,time)

Fractional volume 
filled with ionized 
hydrogen
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Modelling reionization: (some) basic problems
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SFR density (used to model 
reionization) extremely uncertain at 

z>8.

Figure 28: The evolution of the cosmic star formation rate density (SFRD) above a star-formation limit of

0.7M� yr�1 corresponding to MUV ⇠ �17.7. The points show data collected by Bouwens et al. [428, 518, or-

ange filled circles], the CLASH lensing surveys [light blue filled circles; 514, 515, 516], Ellis et al. [513, purple filled

circles], McLeod et al. [482, red filled squares], Oesch et al. [426, green filled squares] and Oesch et al. [509, maroon

filled triangle]. The downward facing arrows showing upper limits are from Ellis et al. [513, purple] and Oesch et al.

[426, green]. The black lines shows DELPHI [147] results integrated down to a UV magnitude limit of MUV = �17.7

(solid line), MUV = �15 (dashed line) and for all galaxies (dot-dashed line). The dot-dashed gold line and the dashed

red line show results from the DRAGONS project [146] and the EAGLE simulations [130], respectively. We also

show the SFRD-z trend inferred from low-z galaxies which evolves as / (1 + z)�3.6 (short-dashed blue line) with

z > 8 LBGs showing a much steeper fall-o↵ / (1+z)�10.9 (long-dashed blue line) [509]. Although showing di↵erent

slopes for the z-evolution of the SFRD, as of now, all three models are in accord with the observations.

It must be noted that inferring the UV luminosity density has been a herculean task at these

high-z due to a number of complexities including: the contamination from emission line galaxies,

from local (L, M, T or Y) dwarfs and/or AGN, the impact of cosmic variance given the small

fields and the uncertainties associated with the adopted lensing magnifications. Despite these

complications, the data inferred from all fields is in excellent agreement as shown in the same

figure. Given the paucity of statistics, however, the z-evolution of the SFRD has remained a matter

of debate, with observational works finding a much steeper slope of SFRD/ (1 + z)�10.9±2.5 at

z >
⇠ 8 [e.g. 509] as compared to the shallower SFRD/ (1 + z)�3.6 inferred for lower redshift data

[e.g. 428, 404]. Of course, it must be noted that the implicit assumption in all these conversions is

that the SFR has remained constant for about a 100 Myrs prior to observations; this conversion

would face an upward revision by a factor of about 2 if these galaxies had particularly young ages

[e.g. 431].

We then compare these observations to theoretical models (DELPHI, DRAGONS and EAGLE)

finding that these results, whilst agreeing with observations at z <
⇠ 8, do not show the steep drop

83

DELPHI - SAM

DRAGONS - 
semi-numerics

EAGLE - SPH


 



Modelling reionization: (some) basic problems

Dayal & Ferrara, 2018, Physics Reports, 
Volume 780, pg. 1-64

SFR density (used to model 
reionization) extremely uncertain at 

z>8.


to be contaminated by low-z interlopers, requiring high resolution imaging and deep spectroscopy

to distinguish LyC emitters from foreground galaxies. Finally, some works [e.g. 329] caution that

the standard LBG colour selection technique, requiring no flux blue-ward of LyC for a successful

detection, is intrinsically biased against selecting LyC emitters. Indeed, this work finds fesc '

33±7% for LyC emitting galaxies (LCGs) that drops by half, to fesc ' 16±4%, when considering

the entire LBG+LCG population.

Figure 15: A summary of observationally inferred fesc values as a function of z. The data points plotted show

observational data collected by Inoue et al. [filled circles; 312], Nestor et al. [313, violet filled squares;], Nestor et al.

[dark and light blue bars showing limits inferred for LBGs and LAEs, respectively; 314], Matthee et al. [red filled

triangle; 315], Naidu et al. [orange filled squares; 321] and Leethochawalit et al. [maroon filled square; 326]. The

downward facing arrows showing upper limits are from the work by Vasei et al. [gray; 316], Siana et al. [red; 317],

Boutsia et al. [blue; 318], Grazian et al. [orange; 319], Vanzella et al. [green; 320] and Mostardi et al. [cyan; 322].

Finally, the upward facing arrows showing lower limits are from the work by Shapley et al. [purple; 323] and Vanzella

et al. 2016, 2017 [green; 327, 328]. Although showing a large scatter, these observations broadly seem to indicate a

positive correlation of fesc with redshift.

On the theoretical front, constraining fesc requires coupling realistic renditions of ISM proper-

ties with a full radiative transfer code. The complexity of the problem has necessitated a number of

theoretical approaches: we start with semi-empirical techniques that focus on inferring fesc values

that yield the correct CMB electron scattering optical depth for a galaxy population matched to

observations. For example, it has been shown that simultaneously reproducing the high-z UV LF,

the electron scattering optical depth ⌧ ⇠ 0.08 from the WMAP 7- and WMAP 9-year data [330, 53]

and Ly↵ forest statistics requires one of the following conditions be met [331, 332, 333]: (i) the UV

LF should either be extrapolated to magnitudes as faint as MUV ⇠ �10 or �13 compared to the

current detection limits of MUV ' �17; or (ii) fesc should increase from about 4% at z ' 4 to about

58

(Tentative) increase with z?
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Key sources and topology (patchiness) of reionization fundamental open 
questions

Figure 28: The evolution of the cosmic star formation rate density (SFRD) above a star-formation limit of

0.7M� yr�1 corresponding to MUV ⇠ �17.7. The points show data collected by Bouwens et al. [428, 518, or-
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circles], McLeod et al. [482, red filled squares], Oesch et al. [426, green filled squares] and Oesch et al. [509, maroon
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[426, green]. The black lines shows DELPHI [147] results integrated down to a UV magnitude limit of MUV = �17.7

(solid line), MUV = �15 (dashed line) and for all galaxies (dot-dashed line). The dot-dashed gold line and the dashed

red line show results from the DRAGONS project [146] and the EAGLE simulations [130], respectively. We also

show the SFRD-z trend inferred from low-z galaxies which evolves as / (1 + z)�3.6 (short-dashed blue line) with

z > 8 LBGs showing a much steeper fall-o↵ / (1+z)�10.9 (long-dashed blue line) [509]. Although showing di↵erent

slopes for the z-evolution of the SFRD, as of now, all three models are in accord with the observations.

It must be noted that inferring the UV luminosity density has been a herculean task at these

high-z due to a number of complexities including: the contamination from emission line galaxies,

from local (L, M, T or Y) dwarfs and/or AGN, the impact of cosmic variance given the small

fields and the uncertainties associated with the adopted lensing magnifications. Despite these

complications, the data inferred from all fields is in excellent agreement as shown in the same

figure. Given the paucity of statistics, however, the z-evolution of the SFRD has remained a matter

of debate, with observational works finding a much steeper slope of SFRD/ (1 + z)�10.9±2.5 at

z >
⇠ 8 [e.g. 509] as compared to the shallower SFRD/ (1 + z)�3.6 inferred for lower redshift data

[e.g. 428, 404]. Of course, it must be noted that the implicit assumption in all these conversions is

that the SFR has remained constant for about a 100 Myrs prior to observations; this conversion

would face an upward revision by a factor of about 2 if these galaxies had particularly young ages

[e.g. 431].

We then compare these observations to theoretical models (DELPHI, DRAGONS and EAGLE)

finding that these results, whilst agreeing with observations at z <
⇠ 8, do not show the steep drop

83

DELPHI - SAM

DRAGONS - 
semi-numerics

EAGLE - SPH


 



A crucial problem: Reionization feedback on galaxy formation

Big 
Bang

CMB 
z~1100

Dark Ages 
z~1100-30

The Epoch of Reionization 
z~30-5

Pre-overlap phase Overlap phase
Post-overlap  

phase

Figure 1: A timeline of the first billion years of the Universe. According to our current understanding, immediately

after its inception in the Big Bang, the Universe underwent a period of accelerated expansion (“inflation”) after

which it cooled adiabatically. At a redshift z ⇠ 1100, the temperature dropped to about 0.29 eV at which point

matter and radiation decoupled (“decoupling”) giving rise to the CMB and electrons and protons recombined to form

hydrogen and helium (“recombination”). This was followed by the cosmic “Dark Ages” when no significant radiation

sources existed. These cosmic dark ages ended with the formation of the first stars (at z <⇠ 30). These first stars

started producing the first photons that could reionize hydrogen into electrons and protons, starting the “Epoch of

cosmic Reionization” which had three main stages: the “pre-overlap phase” where each source produced an ionized

region around itself, the “overlap phase” when nearby ionized regions started overlapping and the “post-overlap

phase” when the IGM was e↵ectively completely ionized. (Reionization simulation credit: Dr. Anne Hutter).

importance outlined above, the study of Dark Ages and cosmic reionization has acquired increas-

ing significance over the last few years because of the enormous repository of data that is slowly

being built-up (Sec. 8): over the last few years observations have increasingly pushed into the

EoR with the number of high-redshift galaxies and quasars having increased dramatically. This

has been made possible by a combination of state-of-the-art facilities such as the Hubble Space

Telescope (HST), Subaru and Very Large telescopes (VLT) and refined selection techniques. In the

latter category, the Lyman break technique, pioneered by Steidel et al. [38], has been successfully

employed to look for Lyman Break Galaxies (LBGs), that are three orders of magnitude fainter

than the Milky Way, at z ' 7 [39, 40]. Using the power a↵orded by lensing, such techniques

have now detected viable galaxy candidates at redshifts as high as z ' 11, corresponding to only

half a billion years after the Big Bang. Further, the narrow-band Lyman Alpha technique has

been successfully used to look for Lyman Alpha Emitters (LAEs), with broad-band colours being

used to identify galaxy by means of their nebular emission [e.g. 41, 42]. Finally, some of the most

distant spectroscopically confirmed cosmic objects are GRBs that establish star formation was

already well under way at those early epochs, further encouraging deeper galaxy searches. These

data sets will soon be supplemented by that from cutting-edge facilities including the Atacama
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Figure 16: The baryon fraction, fb, as a function of the halo mass at z = 7 for di↵erent reionization histories [402].

The left panel shows results for a UVB intensity (J21) that varies over two orders of magnitude fixing the redshift

(zin = 10) at which the halo is exposed to the UVB. As expected, fb decreases with an increasing J21 value. The

right panel shows results for a fixed J21 = 0.1 but where zin varies from 10 to 16. As shown, the earlier a halo of a

given mass is exposed to the UVB, the lower is its resulting fb value.

can accrete gas depends on the gas temperature at Rvir: if the gas temperature exceeds Tvir(Rvir),

at a density that is a third of the halo virial over-density, no accretion takes place resulting in a

much lower characteristic mass as compared to MF [see also 404]. This result is supported by the

work of Hoeft et al. [400] who also find the mass that can retain half its baryons as Mcr << MF -

this result is driven by the equilibrium temperature between photo-heating and radiative cooling

at a characteristic over-density of � ' 1000; only halos capable of compressing gas to this density

despite a UVB can accrete gas. These authors also note that halos are never completely baryon-

free since cold-phase gas and baryons bound into stars will resist evaporation. The discrepancy in

these results possibly arises because mass scales have either been evaluated at the mean density

[398] or at the halo virial densities [400, 401].

In reality however, a spherically collapsing gas cloud never encounters densities within an order

of magnitude of the cosmic mean [399] - while a gas cloud encountering gas densities comparable

to the virial density of a halo will be able to radiate away its energy and keep collapsing, the

bottleneck occurs at densities an order of magnitude less (more) than the virial density (cosmic

density) where gas can not cool e�ciently. Using 1D collapse simulations, the above formalism has

been extended to account for the delay in hydrodynamic response of baryons exposed to a UVB

by calculating the baryon fraction as fb(z) = 2�Mcr(z)/Mh [402] where

Mcr(z) = 2.8 ⇥ 109M�J0.17
21

✓
1 + z

10

◆�2.1
1 �

✓
1 + z

1 + zin

◆2�2.5

. (66)

Here J21/(10�21erg s�1Hz�1cm�2sr�1) expresses the intensity of the UVB and zin is the redshift

at which the halo of mass Mh is exposed to the UVB. As shown in Fig. 16, this formalism results in

fb decreasing with an increasing intensity of the UVB for a fixed value of zin (left panel). Further,

as expected, the earlier a halo is exposed to a UVB of a given intensity, the lower is its baryon

67

The UVB created during reionization can 
suppress the gas mass of low-mass 

galaxies. This suppression is a complex 
function of halo mass, strength of UVB, 
redshift of source and redshift at which 

the halo is irradiated by the UVB (Gnedin 
2000; Sobacchi & Mesinger 2013)
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The computational challenges: the scales required

Convergent reionization morphology

at scales ~ (200h�1Mpc)3

Galaxy sizes

~ 100 Kpc

MC sizes

~ 10-100 pc


(fesc)

• Coupling galaxy formation with reionization requires modelling over 7 orders of 
magnitude in physical scales.


• Following reionization over the required convergence scales requires ~280 Mpc 
simulations with a mass resolution of about 10^6 solar masses.


• A self-consistent full coupling would require such hydro simulations to be fully coupled 
with RT.



Enormous ongoing theoretical effort to model the EoR

PD & Ferrara, 2018, Physics Reports,780, 1
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Table 1
An illustrative list of models for the first billion years. For eachmodel we list the key aim (column 2), the simulation technique (column 3), box size (column
4), DMmass resolution (column5), the key physics implementedwith the footnote explaining the letters used (column6) and themodel name and reference
(column 7). The explanations of the letters used in columns 1 and 6 follow on the next page.
No. Main aim Technique box size [cMpc] MDM [M�] Key Physics Code [reference]

Small-scale models

1 SF in GMC Resimulated 1–10 Rvir ⇠102–106 AIKO FIRE [136]
2 SF, GF, EoR AMR 1 1840 DIKO [137]
3 GF, EoR AMR+RT 4 h�1 4 ⇥ 106 EO EMMA [138]
4 UV fb SPH+RT 5 2.5 ⇥ 105 EIO [139]
5 UV fb, GF SPH+RT 3-6 h�1 0.18–1.4 ⇥ 106 GIKO [140]
6 ISM,CGM AMR 9.7 h�1 kpc 9.5 ⇥ 104 AIKL [141]
7 UV fb, GF SPH+RT 10 h�1 4.3 ⇥ 107 GIO [142]
8 GF, EoR Eulerian+RT 20 4.8 ⇥ 105 EIKO [143]
9 GF, EoR AMR 40 3 ⇥ 104 diko Renaissance [144,145]
10 GF, EoR AMR+RT 20–40 h�1 7 ⇥ 106 AIO CROC [146]

Intermediate-scale models

1 GF, EoR N-body+semi-numerical RT 100 3.9 ⇥ 106 DIKO DRAGONS [147]
2 GF SAM – Mmin = 108 CIP DELPHI [148]
3 EoR (LG) Eulerian+RT 91 3.5 ⇥ 105 EIO CoDA [149]
4 GF, EoR SPH+ RT 12.5–100 h�1 106–8 ⇥ 107 EIKO Aurora [150]
5 fesc SPH 10–100 h�1 6 ⇥ 106–9 ⇥ 108 GIKLM [151]
6 GF SPH 25–100 h�1 1.2–9.7 ⇥ 106 FIJKM EAGLE [133]
7 GF Unstructured mesh 106 6.2 ⇥ 106 GIJK Illustrus [152]

Large-scale models

1 EoR N-body+RT 114–425 h�1 0.55–5 ⇥ 107 HO [134]
2 GF SPH 400 h�1 1.7 ⇥ 107 GIJKM BlueTides [153]
3 GF SAM 500 h�1 1.3 ⇥ 109 BIJKP GALFORM [154]

4.2.3. Semi-numerical models
As detailed in Section 7.3, the past years have seen an increasing realization of the necessity of coupling galaxy

formation – on kiloparsecs scales – with the impact of the radiative feedback generated during reionization — on tens of
Megaparsec scales. Indeed, Iliev et al. [134] have shown that, while (100h�1 cMpc)3 boxes are sufficiently large for deriving
convergent reionization histories, the morphology of the ionized bubbles remains poorly described for box sizes smaller
than (200h�1cMpc)3. The rise of 21 cm cosmology, and associated statistics including the r.m.s, skewness and kurtosis of
the differential 21 cm brightness temperature (the temperature of the redshifted 21 cm emission with respect to the CMB),
have therefore led to the development of a new class of ‘‘semi-numerical’’ models (for a review see [135]). The key idea is to
couple semi-analytic models of galaxy formation, run on large (&100cMpc)3 N-body simulations, with analytic/numerical
models of radiative transfer. This is the only computationally tractable approach of consistently describing the complexity
of the galaxy formation-reionization interplay as will be discussed in more detail in Section 7.

The explanations of the letters used in column 6 of Table 1.

A: SFR / ⇢H2

B: SFR / massH2

C: SFR / massgas
D: SFR / masscold gas

E: SFR / ⇢gas

F: SFR / Pressuregas
G: Multi-phase SF using Springel and Hernquist [155] prescription
H: SFR / Mh

I: SN feedback
J: SMBH feedback
K: Metal enrichment
L: Dust enrichment
M: Feedback from homogeneous UVB (e.g. [156,157])
N: Feedback from self-consistently calculated homogeneous UV fields
O: Feedback from self-consistently calculated inhomogeneous UVB
P: SFR = 0 (forMh < Mcr or Vvir < Vcr halos at z < zre)

Further, in Table 1, GF stands for galaxy formation, UV fb stands for UV feedback and LG stands for Local group.

 4       GF+EoR       N-body+SAM_RT                160/h                  9.2x106                                            CIKLO            Astraeus



Astraeus framework: coupling galaxy formation and reionization

N-body simulation

Galaxy formation

(DELPHI)

Reionization

(CIFOG)

Astraeus I: Hutter, PD et al. (arXiv:2004.08401)

Astraeus II: Ucci, PD et al. (arXiv:2004.11096)


Astraeus IIII: Hutter, PD et al. (arXiv:2008.13215)


160 h-1 Mpc; 38403 

Astraeus: semi-numerical rAdiative tranSfer coupling of galaxy 
formaTion and Reionization in N-body dArk mattEr simUlationS 



Key physics implemented in Delphi

Galaxies containing gas 

Galaxies devoid of gas

Star formation in galaxies

Stellar mass

Smooth accretion of dark 
matter and gas from the 
intergalactic medium

Tuesday, 10 June 14

• DM assembly from N-body simulation

• Gas from accretion & mergers

• Star formation based on halo potential

• Delayed SN feedback

• Reionization feedback



Exploring a wide range of reionization feedback models

• No impact of reionization feedback in “minimum” reionization feedback model

• For all other models, the earlier a galaxy is hit by the UV background, stronger is the 

impact of radiative feedback.

• Higher the IGM temperature, stronger is the impact of radiative feedback.


Astraeus I: Hutter, PD et al. (arXiv:2004.08401)


Characteristic mass - halo mass at which half of baryons can be retained.


Models explored:

• minimum feedback - only halos below a fixed virial temperature affected

                                    - gas affected after dynamical time


• heating models -  characteristic mass depends on IGM temperature (104- 4x104 K)    

                              - gas affected after dynamical time

                              - escape fraction constant/increases with decreasing mass


• photoionization model - characteristic mass depends on intensity of UV background

                                          - gas affected after dynamical time


• Instantaneous model - characteristic mass depends on IGM temperature (4x104 K)   

                                        - gas affected instantaneously


                                       




Impact of radiative feedback on gas fractions

Astraeus I: Hutter, PD et al. (arXiv:2004.08401)


• Gas fractions (and SFR) of low mass galaxies (<109 solar masses) most affected by 
radiative feedback.


• Effect of radiative feedback increases with decreasing redshift.


18 Hutter et al.

Figure 9. As a function of the halo mass, we show the star formation rate (top row) and the initial gas fraction (bottom row) for the
Minimum model (left column) and the Strong Heating model (right column). In all panels, we show results at z = 6 (blue line), z = 8
(red line) and z = 10 (orange line). Light grey to black dotted lines show the results for a scenario with SN feedback only (fs = 0.01,
fw = 0.2). The lines represent the median of the distribution and the shaded areas mark the region where 80% of the galaxies are located.
Black dot-dashed lines show the indicated halo mass proportionalities to allow easy comparisons with relations found in Mutch et al.

(2016, SFR / M
7/5

h
) and Ocvirk et al. (2016, SFR / M

5/3

h
) .

Figure 10. 21cm power spectra at fixed redshifts z using the best-fit parameters noted in Table 1. In each panel we show results for the
di↵erent radiative feedback models studied in this work: Minimum (black line), Photoionization (violet line), Early Heating (red line),
Strong Heating (orange line) and Jeans Mass (yellow line). In each panel, we also show the average volume-averaged H I fraction in each
model at that redshift.

c� 0000 RAS, MNRAS 000, 000–000

Minimum radiative

feedback

Maximal radiative

feedback



Faint end slope of the UV LF - hints on radiative feedback12 G. Ucci et al.

Figure 9. Evolution in faint-end slope of the UV LF (↵) over the
redshift range 6 < z < 12 (we performed the fit for MUV < �15)
for the di↵erent models considered in this work compared with
the results in literature (Bouwens et al. 2015; Bowler et al. 2015;
Finkelstein et al. 2015b). Orange, green and blue dashed lines
show the linear fitting functions for the Photoionization, Early
heating and Jeans mass, respectively. Black dashed line shows
instead the fitting function derived by Bouwens et al. (2015) (see
text for details).

�HI ⇠ 1� 10�3.5 as early as z = 10� 12. This is because in
this case faint galaxies can partially ionize their cells; these
cells would be mostly neutral in all the other feedback mod-
els considered. Interestingly, as a result of their large output
of H I ionizing photons, a larger bulk of such low-luminosity
galaxies lie in ionised regions, compared to the other two
models. By z = 8, LBGs occupy very similar environments,
both in terms of density and neutral fraction, as in the other
two models. However, we see a mild upturn of the contours at
a value of �HI ⇠ 10�3 in the simulation cells with 1+ �

>⇠ 3
which is also reflected in the distribution of the most massive
galaxies. This upturn in the 1+ ���HI relation (compared
to the downturn in the other two models) is driven by the
lower escape fraction of H I ionizing photons from the most
massive galaxies.

Despite the larger gas mass suppression in the smallest
halos, the results of the Jeans mass model are qualitatively
the same as those from the Photoionization model. How-
ever, (low-mass) galaxies of a given halo mass have lower
UV luminosities in the Early heating model.

5 CONCLUSIONS AND DISCUSSION

This work aims at quantifying the impact of cosmic vari-
ance on the observed UV Luminosity Function (UV LF),
the Halo Mass Function (HMF), and the Stellar Mass Func-
tion (SMF) at z ⇠ 6� 12 using the results of the astraeus
(semi-numerical rAdiative tranSfer coupling of galaxy for-
maTion andReionization in N-body dArk mattEr simUla-
tionS) framework. This framework couples a state-of-the-art
N-body simulation (160h�1 Mpc with a mass resolution of

6.2 ⇥ 106h�1 M�) with the delphi semi-analytic model of
galaxy formation and the cifog (Code to compute ioniza-
tion field from density fields and source catalogue) semi-
numerical IGM reionization scheme.

We studied three forthcoming surveys (JADES-deep,
JADES-medium and WFIRST1) and di↵erent reionization
scenarios. We find that for the JADES-deep survey, the cos-
mic variance (⇣) increases from about 10-20% to 100-200%
as Mh increases from 108.5 M� to 1011 M�. We find that
the contribution from reionization modelled with our di↵er-
ent scenarios play a minor role in the cosmic variance. Most
of the cosmic variance is indeed completely driven by the
underlying density field. While ⇣

<⇠ 20% for MUV ⇠ �11 to
�15 LBGs at z ⇠ 6 � 12 in all the UV feedback models
studied, it increases above 100% for MUV ⇠ �17.5 (�20) at
z = 12 (6). As expected, the cosmic variance decreases with
an increasing survey area: an increase in survey area by a
factor 4 from the JADES-deep to the JADES medium sur-
vey results in a decrease in the cosmic variance by a factor
⇠ 1.7, with this scaling being roughly independent of red-
shift. Furthermore, our analysis suggests that to minimize
the cosmic variance ( <⇠ 10%), the survey area should be at
least ⇠ 1000 arcmin2.

We find that the faint end slope (↵) of the UV LF be-
comes increasingly shallower with decreasing redshift for all
the reionization models explored. The redshift evolution of ↵
is the shallowest for the (most extreme) Jeans mass model,
where the gas mass of low-mass halos is instantaneously sup-
pressed by reionization feedback, as compared to the Pho-

toionization and Early heating models. Although the val-
ues of ↵ are comparable for all three models at z < 9, at
z = 9 � 12, even accounting for cosmic variance, the value
of ↵ in the Jeans mass model is distinguishable from those
in the other models considered in this work. Therefore, in-
tegrating down to MUV = �15, a reasonable limit for the
JWST, would be su�cient to di↵erentiate between these dif-
ferent UV feedback models.

We also explored the environments of LBGs in the EoR.
As expected, we found the most luminous LBGs to live in the
most ionized and over-dense regions. The ionization fields for
the Early Heating model di↵er strongly from the other two
models especially in the initial stages of reionization (z > 10)
as a result of low-mass galaxies providing a larger fraction
of ionizing photons. This naturally results in a larger bulk of
low-luminosity galaxies lying in ionised regions, compared to
the other two models. Finally, this model shows an upturn
in the 1 + � � �HI relation at 1 + � > 3 (compared to the
downturn in the other two models), which is driven by the
lower escape fraction of H I ionizing photons from the most
massive galaxies.

Finally, we also provide a public software tool to com-
pute the UV LF, HMF, and SMF cosmic variance for di↵er-
ent redshifts, redshift intervals and survey areas10.

10 https://github.com/grazianoucci/cosmic variance

c� 0000 RAS, MNRAS 000, 000–000

Astraeus II: Ucci, PD et al. (arXiv:2004.11096)

• Faint-end slope shallows with decreasing z.


• Even accounting for cosmic variance, at z>9, JWST observations can distinguish between 
different radiative feedback models



Sources of reionization 5

Figure 1. The escaping ionizing emissivity density, ṅion, as a

function of halo mass (Mh) and the over-density (1+�) smoothed

over 2 cMpc at z = 7 for the Photoionization model is shown in

the bottom left panel. The top left (bottom right) panel shows

the 1D distributions of ṅion as a function of Mh (1 + �) at z = 7

(black line) and z = 6, 8, 9, 10 (increasingly lighter gray lines).

Figure 2. The mean value of the ratio between the escaping ion-

izing emissivity (Ṅion) and halo mass (Mh) as a function of Mh

and the over-density (1 + �) smoothed over 2 cMpc at z = 7 for

the Photoionization model is shown in the bottom left panel. The

top left (bottom right) panels show the 1D distributions of Ṅion

as a function of Mh (1 + �) at z = 7 (black line).

Figure 3. The escaping ionizing photon emissivity density, ṅion,

as a function of halo mass (Mh) and the over-density (1 + �)
smoothed over 2 cMpc at z = 7 for the Jeans mass model is

shown in the bottom left panel. The top left (bottom right) panel

shows the 1D distributions of ṅion as a function of Mh (1 + �) at

z = 7 (black line) and z = 6, 8, 9, 10 (increasingly lighter gray

lines).

Figure 4. The probability density distribution of the escaping

ionizing emissivity density (nion) as a function of the UV lu-

minosity of a galaxy (MUV) and the number of galaxies with

MUV > �14 within a sphere of a 2 cMpc diameter (hNgaliR)

at z = 6 is shown for the Photoionization model in the bottom

left panel. The top left (bottom right) panels show the1D distribu-

tions of ṅion as a function of MUV (number of galaxies hNgaliR)

at z = 7 (black line) and z = 6, 8, 9, 10 (increasingly lighter gray

lines).
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Where do most reionization photons come from?

Astraeus IIII: Hutter, PD et al. 2021

• Most ionizing photons from 
intermediate halo mass (~109-10) 
galaxies in slightly over-dense regions.


• Majority of photons from galaxies 
whose halo mass corresponds to 
underlying density


• Stronger the impact of radiative 
feedback, lower is contribution of low-
mass halos. 


z=6

z=10



Emergence of metallicity scaling relations

MZR during the EoR 11

Figure 7. Mass-Metallicity relation for the galaxies in our simulation at di�erent redshifts for the Photoionization model (see Table 1) color-coded by the number
of galaxies in each bin. Red and blue dots are the binned data in stellar mass (using the median for the metallicity in each bin) where error bars denote 1f
dispersion. Blue and green lines denote the Fundamental Plane in metallicity (FPZ) parametrized by Tortora et al. (2020) redshift- and non-redshift-dependent,
respectively. The orange line denotes the best-fit provided by Sanders et al. (2020). Green stars are the measurements inferred with direct-method constraints
by Jones et al. (2020) for high-redshift galaxies. Cyan line denotes the high-z Fundamental Plane in metallicity found in this work (see Sec. 4.2). For the 2d
distribution, we present results only for the Photoionization model, given that the Jeans mass model leads to very similar values (cfr. Fig. 8).

the central value for the stellar mass value in the bin and the median
SFR in that particular bin. The slopes of the FPZ projected along
the 2-dimensional [M� ,12+log(O/H)] plane inferred with ��������
shown in Fig. 7, are quite in agreement with the ones found in lit-
erature, although with an o�set in normalization. In fact, our results
are systematically lower with respect to the redshift-dependent FPZ
by Tortora et al. (2020), especially at lower redshifts6. Although the
FPZs represented are 2d projections, we have an indication of an o�-
set that could be described by: (a) a metal loading factor responsible
for metal rich outflow that preferentially eject metals over gas, (b)
the fact that galaxy metallicities are intrinsically lower with respect
to the extrapolation of the results found in the literature for I < 3.5.

In Fig. 7, cyan lines represent Eqn. 26 and are o�setted at high
stellar masses with respect to our binned data: this is due to the
fact that we are representing with a 2d projection a 4-dimensional
relation.

In Fig. 10 we show a comparison of our results to data found in
literature at redshift I = 6. The FirstLight cosmological zoom simu-
lation used in Langan et al. (2020) leads to a MZR much more steeper

6 We checked in our simulation how the di�erent calibration in solar metal-
licity would a�ect the results. We found a di�erence with respect to the
results presented in Fig. 7 of about 0.1 dex, much smaller than the di�erence
in normalization in the FPZs found in literature.

than the one obtained with ��������, while low-mass galaxies (i.e.,
"⇤ < 107.5 M�) present approximately the same values of metal-
licity. However, looking at the results of Langan et al. (2020) (i.e.,
green line in Fig. 10), galaxies with "⇤ ⇠ 1010 M� have a super-
solar metallicity (12+log(O/H) >⇠ 8.70), a value possibly too high
at I = 6. Torrey et al. (2019), with ILLUSTRIS TNG obtain a higher
MZR with respect to our results (of about 0.3 dex) between 108 and
109 M� in stellar mass. Their results are compatible at I = 6 with
the FPZ non-redshift dependant, while they show a mild increase
in metallicity as a function of time (e.g., Fig. 12 in Torrey et al.
2019). Ma et al. (2016) with the FIRE simulation is approximately
consistent with our results both for the slope and the normalization
of the MZR (Fig. 10). Although the comparison is done between
di�erent codes (Hydro-sims vs SAMs) with di�erent aims, such dif-
ference could be ascribed to the di�erent yields used or to the metal
loading factor in these simulations. In ILLUSTRIS a reduced metal
loading factor could increases the metallicity at a fixed stellar mass
because more metals can be retained inside the galaxies because out-
flows tend to be preferentially metal-poor. For FIRE, a lower metal
retention e�ciency, could consequently turn into lower metallicities
at fixed stellar masses. However, the large number of galaxies we
obtain with ��������, lies approximately between the data found in
literature.
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Figure 7. Mass-Metallicity relation for the galaxies in our simulation at di�erent redshifts for the Photoionization model (see Table 1) color-coded by the number
of galaxies in each bin. Red and blue dots are the binned data in stellar mass (using the median for the metallicity in each bin) where error bars denote 1f
dispersion. Blue and green lines denote the Fundamental Plane in metallicity (FPZ) parametrized by Tortora et al. (2020) redshift- and non-redshift-dependent,
respectively. The orange line denotes the best-fit provided by Sanders et al. (2020). Green stars are the measurements inferred with direct-method constraints
by Jones et al. (2020) for high-redshift galaxies. Cyan line denotes the high-z Fundamental Plane in metallicity found in this work (see Sec. 4.2). For the 2d
distribution, we present results only for the Photoionization model, given that the Jeans mass model leads to very similar values (cfr. Fig. 8).

the central value for the stellar mass value in the bin and the median
SFR in that particular bin. The slopes of the FPZ projected along
the 2-dimensional [M� ,12+log(O/H)] plane inferred with ��������
shown in Fig. 7, are quite in agreement with the ones found in lit-
erature, although with an o�set in normalization. In fact, our results
are systematically lower with respect to the redshift-dependent FPZ
by Tortora et al. (2020), especially at lower redshifts6. Although the
FPZs represented are 2d projections, we have an indication of an o�-
set that could be described by: (a) a metal loading factor responsible
for metal rich outflow that preferentially eject metals over gas, (b)
the fact that galaxy metallicities are intrinsically lower with respect
to the extrapolation of the results found in the literature for I < 3.5.

In Fig. 7, cyan lines represent Eqn. 26 and are o�setted at high
stellar masses with respect to our binned data: this is due to the
fact that we are representing with a 2d projection a 4-dimensional
relation.

In Fig. 10 we show a comparison of our results to data found in
literature at redshift I = 6. The FirstLight cosmological zoom simu-
lation used in Langan et al. (2020) leads to a MZR much more steeper

6 We checked in our simulation how the di�erent calibration in solar metal-
licity would a�ect the results. We found a di�erence with respect to the
results presented in Fig. 7 of about 0.1 dex, much smaller than the di�erence
in normalization in the FPZs found in literature.

than the one obtained with ��������, while low-mass galaxies (i.e.,
"⇤ < 107.5 M�) present approximately the same values of metal-
licity. However, looking at the results of Langan et al. (2020) (i.e.,
green line in Fig. 10), galaxies with "⇤ ⇠ 1010 M� have a super-
solar metallicity (12+log(O/H) >⇠ 8.70), a value possibly too high
at I = 6. Torrey et al. (2019), with ILLUSTRIS TNG obtain a higher
MZR with respect to our results (of about 0.3 dex) between 108 and
109 M� in stellar mass. Their results are compatible at I = 6 with
the FPZ non-redshift dependant, while they show a mild increase
in metallicity as a function of time (e.g., Fig. 12 in Torrey et al.
2019). Ma et al. (2016) with the FIRE simulation is approximately
consistent with our results both for the slope and the normalization
of the MZR (Fig. 10). Although the comparison is done between
di�erent codes (Hydro-sims vs SAMs) with di�erent aims, such dif-
ference could be ascribed to the di�erent yields used or to the metal
loading factor in these simulations. In ILLUSTRIS a reduced metal
loading factor could increases the metallicity at a fixed stellar mass
because more metals can be retained inside the galaxies because out-
flows tend to be preferentially metal-poor. For FIRE, a lower metal
retention e�ciency, could consequently turn into lower metallicities
at fixed stellar masses. However, the large number of galaxies we
obtain with ��������, lies approximately between the data found in
literature.
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Figure 7. Mass-Metallicity relation for the galaxies in our simulation at di�erent redshifts for the Photoionization model (see Table 1) color-coded by the number
of galaxies in each bin. Red and blue dots are the binned data in stellar mass (using the median for the metallicity in each bin) where error bars denote 1f
dispersion. Blue and green lines denote the Fundamental Plane in metallicity (FPZ) parametrized by Tortora et al. (2020) redshift- and non-redshift-dependent,
respectively. The orange line denotes the best-fit provided by Sanders et al. (2020). Green stars are the measurements inferred with direct-method constraints
by Jones et al. (2020) for high-redshift galaxies. Cyan line denotes the high-z Fundamental Plane in metallicity found in this work (see Sec. 4.2). For the 2d
distribution, we present results only for the Photoionization model, given that the Jeans mass model leads to very similar values (cfr. Fig. 8).

the central value for the stellar mass value in the bin and the median
SFR in that particular bin. The slopes of the FPZ projected along
the 2-dimensional [M� ,12+log(O/H)] plane inferred with ��������
shown in Fig. 7, are quite in agreement with the ones found in lit-
erature, although with an o�set in normalization. In fact, our results
are systematically lower with respect to the redshift-dependent FPZ
by Tortora et al. (2020), especially at lower redshifts6. Although the
FPZs represented are 2d projections, we have an indication of an o�-
set that could be described by: (a) a metal loading factor responsible
for metal rich outflow that preferentially eject metals over gas, (b)
the fact that galaxy metallicities are intrinsically lower with respect
to the extrapolation of the results found in the literature for I < 3.5.

In Fig. 7, cyan lines represent Eqn. 26 and are o�setted at high
stellar masses with respect to our binned data: this is due to the
fact that we are representing with a 2d projection a 4-dimensional
relation.

In Fig. 10 we show a comparison of our results to data found in
literature at redshift I = 6. The FirstLight cosmological zoom simu-
lation used in Langan et al. (2020) leads to a MZR much more steeper

6 We checked in our simulation how the di�erent calibration in solar metal-
licity would a�ect the results. We found a di�erence with respect to the
results presented in Fig. 7 of about 0.1 dex, much smaller than the di�erence
in normalization in the FPZs found in literature.

than the one obtained with ��������, while low-mass galaxies (i.e.,
"⇤ < 107.5 M�) present approximately the same values of metal-
licity. However, looking at the results of Langan et al. (2020) (i.e.,
green line in Fig. 10), galaxies with "⇤ ⇠ 1010 M� have a super-
solar metallicity (12+log(O/H) >⇠ 8.70), a value possibly too high
at I = 6. Torrey et al. (2019), with ILLUSTRIS TNG obtain a higher
MZR with respect to our results (of about 0.3 dex) between 108 and
109 M� in stellar mass. Their results are compatible at I = 6 with
the FPZ non-redshift dependant, while they show a mild increase
in metallicity as a function of time (e.g., Fig. 12 in Torrey et al.
2019). Ma et al. (2016) with the FIRE simulation is approximately
consistent with our results both for the slope and the normalization
of the MZR (Fig. 10). Although the comparison is done between
di�erent codes (Hydro-sims vs SAMs) with di�erent aims, such dif-
ference could be ascribed to the di�erent yields used or to the metal
loading factor in these simulations. In ILLUSTRIS a reduced metal
loading factor could increases the metallicity at a fixed stellar mass
because more metals can be retained inside the galaxies because out-
flows tend to be preferentially metal-poor. For FIRE, a lower metal
retention e�ciency, could consequently turn into lower metallicities
at fixed stellar masses. However, the large number of galaxies we
obtain with ��������, lies approximately between the data found in
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Figure 7. Mass-Metallicity relation for the galaxies in our simulation at di�erent redshifts for the Photoionization model (see Table 1) color-coded by the number
of galaxies in each bin. Red and blue dots are the binned data in stellar mass (using the median for the metallicity in each bin) where error bars denote 1f
dispersion. Blue and green lines denote the Fundamental Plane in metallicity (FPZ) parametrized by Tortora et al. (2020) redshift- and non-redshift-dependent,
respectively. The orange line denotes the best-fit provided by Sanders et al. (2020). Green stars are the measurements inferred with direct-method constraints
by Jones et al. (2020) for high-redshift galaxies. Cyan line denotes the high-z Fundamental Plane in metallicity found in this work (see Sec. 4.2). For the 2d
distribution, we present results only for the Photoionization model, given that the Jeans mass model leads to very similar values (cfr. Fig. 8).

the central value for the stellar mass value in the bin and the median
SFR in that particular bin. The slopes of the FPZ projected along
the 2-dimensional [M� ,12+log(O/H)] plane inferred with ��������
shown in Fig. 7, are quite in agreement with the ones found in lit-
erature, although with an o�set in normalization. In fact, our results
are systematically lower with respect to the redshift-dependent FPZ
by Tortora et al. (2020), especially at lower redshifts6. Although the
FPZs represented are 2d projections, we have an indication of an o�-
set that could be described by: (a) a metal loading factor responsible
for metal rich outflow that preferentially eject metals over gas, (b)
the fact that galaxy metallicities are intrinsically lower with respect
to the extrapolation of the results found in the literature for I < 3.5.

In Fig. 7, cyan lines represent Eqn. 26 and are o�setted at high
stellar masses with respect to our binned data: this is due to the
fact that we are representing with a 2d projection a 4-dimensional
relation.

In Fig. 10 we show a comparison of our results to data found in
literature at redshift I = 6. The FirstLight cosmological zoom simu-
lation used in Langan et al. (2020) leads to a MZR much more steeper

6 We checked in our simulation how the di�erent calibration in solar metal-
licity would a�ect the results. We found a di�erence with respect to the
results presented in Fig. 7 of about 0.1 dex, much smaller than the di�erence
in normalization in the FPZs found in literature.

than the one obtained with ��������, while low-mass galaxies (i.e.,
"⇤ < 107.5 M�) present approximately the same values of metal-
licity. However, looking at the results of Langan et al. (2020) (i.e.,
green line in Fig. 10), galaxies with "⇤ ⇠ 1010 M� have a super-
solar metallicity (12+log(O/H) >⇠ 8.70), a value possibly too high
at I = 6. Torrey et al. (2019), with ILLUSTRIS TNG obtain a higher
MZR with respect to our results (of about 0.3 dex) between 108 and
109 M� in stellar mass. Their results are compatible at I = 6 with
the FPZ non-redshift dependant, while they show a mild increase
in metallicity as a function of time (e.g., Fig. 12 in Torrey et al.
2019). Ma et al. (2016) with the FIRE simulation is approximately
consistent with our results both for the slope and the normalization
of the MZR (Fig. 10). Although the comparison is done between
di�erent codes (Hydro-sims vs SAMs) with di�erent aims, such dif-
ference could be ascribed to the di�erent yields used or to the metal
loading factor in these simulations. In ILLUSTRIS a reduced metal
loading factor could increases the metallicity at a fixed stellar mass
because more metals can be retained inside the galaxies because out-
flows tend to be preferentially metal-poor. For FIRE, a lower metal
retention e�ciency, could consequently turn into lower metallicities
at fixed stellar masses. However, the large number of galaxies we
obtain with ��������, lies approximately between the data found in
literature.
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Mass-metallicity relation already in place at z~10 (Ucci et al., in prep, 2021)



Cross-correlating 21cm data with (spectroscopically confirmed) galaxy data will 
yield information on reionization state & topology


Using a combination of 21cm and galaxy data to constrain the EoR

21cm emission from

neutral hydrogen

Galaxy populations

HST, VLT, Subaru, 
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SMBH hosts
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Combining 21cm and LAE data should allow us to differentiate between an IGM that is xx% 
ionized to one that is completely neutral


The 21cm-LAE cross-correlation: pilot results

Hutter, Dayal et al. 2017
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Properties of early galaxy populations: JWST, 
Euclid, WFIRST, E-ELT, Athena, LISA

ISM (dust/ionization): 
ALMA, JWST

IGM: SKA, Lofar2

Synergising forthcoming facilities



The emerging picture..

• Modelling reionization still open problem due to key physical 
uncertainties for both galaxies and IGM (z-evolution of cosmic SFRD, fesc, 
C).


• A key computational challenge arises due to the mass and physical 
scales required to model the galaxy formation-reionization interplay.


• Due to these issues, sources and topology of reionization remain 
outstanding problems in astrophysics.


• We are now moving towards an era of needing extremely large and 
resolved simulations that can simultaneously shed light on ISM physics 
and large-scale impact of early galaxies.



